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    DEPARTMENT OF CHEMISTRY 

 

   UNIVERSITY OF CALCUTTA 

 

 

TWO YEAR FOUR-SEMESTER M.Sc. COURSE IN CHEMISTRY 

 

COURSE STRUCTURE 

 

 

DURATION SEMESTER TOTAL 

MARKS 
I 

JULY-DEC 

II 

JAN-JULY 

III 

JULY-DEC 

IV 

JAN-JUNE 

MARKS 250 250 250 250 1000 

COURSE TYPE  

THEO    PRACT 

 

 

THEO     PRACT 

 

 

THEO     PRACT 

 

 

THEO     PRACT 

 

 

GENERAL (G) 

CREDIT POINTS 

CBCS 

CREDIT POINTS 

150     100 

(12)    (8) 

150     100 

(12)     (8) 

50      

(4) 

100    

(8)      

 650  

(52) 
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SPECIAL (S) 

CREDIT POINTS 

              100    

            (8) 

150     100 

(12)    (8) 

350  

(28) 

Total Marks 150     100 150     100 150     100 150     100 1000 (80) 

Total credit points: 80 

Special Courses (S) in Four Branches of Chemistry are 

 

(i) Analytical Special (SA)   

(ii) Inorganic Special (SI)   

(iii) Organic Special (SO)   

(iv) Physical Special (SP)  
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SEMESTER – I (Marks – 250) 

 

Course ID Marks/Credit 

 Theo Credit Pract Credit 

CHEM – G11 50 4 ‐ ‐ 

CHEM – G12 50 4 ‐ ‐ 

CHEM – G13 50 4 ‐ ‐ 

CHEM – G14 ‐ ‐ 100 8 

Total 150 12 100 8 

 

SEMESTER –II (Marks – 250) 

 

Course ID Marks/Credit 

 Theo Credit Practical Credit 

CHEM – G21 50 4 ‐ ‐ 

CHEM – G22 50 4 ‐ ‐ 

CHEM – G23 50 4 ‐ ‐ 

CHEM – G24 ‐ ‐ 100 8 

Total 150 12 100 8 

 

 

SEMESTER –III (Marks – 250) 

 

Course ID Marks/Credit 

 Theo Credit Practical Credit 

CHEM – G31 50 4 ‐ ‐ 

CBCC‐A 50 4 ‐ ‐ 
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CBCC-B 50 4 ‐ ‐ 

CHEM–SA31/SI31/SO31/SP31 ‐ ‐ 100 8 

Total 150 12 100 8 

 

SEMESTER –IV (Marks – 250) 

 

Course ID Marks/Credit 

 Theo Credit Practical Credit 

**CHEM – SA41/SI41/SO41/SP41 50 4 ‐ ‐ 

**CHEM – SA42/SI42/SO42/SP42 50 4 ‐ ‐ 

**CHEM – SA43/SI43/SO43/SP43 50 4 ‐ ‐ 

*CHEM – SA44/SI44/SO44/SP44 ‐ ‐ 100 8 

Total 150 12 100 8 

* Review and project work 

** One special course to be opted and continued systematically 

 

 

 

 

Course Structure and marks distribution 

1. Theoretical papers 

Full marks: 50, each paper 

Each unit 10 marks, two questions per unit to be set and any one to be answered 

2. Practical Papers 

Full Marks: 100, each paper 
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Course ID Experiment General 

Laboratory 

performance 

*Seminar 

CHEM-G14 45 45 10 

CHEM-G24 45 45 10 

CHEM – SA31/SI31/SO31/SP31 50 50 - 

• Topic should be outside the UG curriculum of CU; use of overhead/LCD projector  is 

mandatory ; time 10m, followed by discussion 

 

Course ID *Continuous 

assessment 

Review Project Grand 

Viva 

CHEM – SA44/SI44/SO441/SP44 10 25 40 25 

*Continuous assessment to be assessed by the guide 

Review (maximum 3000 words excluding references and figures) and Project to be assessed by 

External Expert 

Grand Viva to be taken by Sectional Faculty members and assessed by them 
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1.Introduction 
 
Lignin is an integral cell wall constituent in cell vascular plants. Lignin provides rigidity, water 

impermeability and resistance against microbial attack. Lignin is an aromatic polymer consisting 

of guaiacyl (G), syringyl- (S) ,and p- hydroxyphenyl –(H) Phenyl propanoid units, whose 

proportion differ with botanical origin of the lignin.  
The phenylpropanoid units are attached to each other by a series of C-O-C and C-C bonds such as 

beta-O-4 , beta-5 , alpha-O-4, beta-beta and 5-5. The polymer is branched and cross linking 

occurs.  
The lignin in the cell wall is intimately mixed with the polysaccharides, and there are indications 

of the occurrence of linkages between lignin and carbohydrates. Among the proposed chemical 

linkages, the benzyl ether and ester types, whose formation is associated with quinone methide re 

aromatization reactions during lignin bio synthesis, have been considered the most probable. 
 
  

 
2.Importance of delignification in the industry-  

 
Delignification causes disruption of lignin structure, resulting in biomass swelling, increase in 

internal surface area, and accessibility of enzymes to cellulose fires.  
Lignocellulosic biomass utilization as a source of clean energy and chemicals has attracted 

attention in recent years in the context of the fossil fuel energy drive. Lignocellulosic biomass 
consists of cellulose, hemi cellulose and lignin fractions, which quantatively and qualitatively 

vary according to the plant material. Unlike cellulose and hemi cellulose, lignin is a cross linked 

hydrophobic polymerization is insoluble in most solvents and fairly resistant to anaerobic 

degradation. Hence, a pretreatment of Lignocellulosic materials to dissolve the lignin structure 

(delignification) and cleave the chains seems to be necessary before enzymatic and chemical 

thermal process to avail important chemicals from biomass. Delignification of the lignocellulisuc 

biomass has been investigated in many studies, recently in the production of kraft pulps , lactic 

acid, bio ethanol. Recently molecular oxygen delignification in alkaline media had been widely 

reported as a potential technique for lignin degradation. 
  

 
 
 
3. Different methods of delignification  
 
There are several delignification process and oxygen delignification in general use, with the kraft 

process and oxygen delignification being the most common.  
The kraft process is a high temperature and pressure digestion system that breaks down the lignin 

in wood pulp chemically.  
Oxygen based lignin removal process utilize oxygen activation to remove the lignin and are often 

used as supplementary steps at the brown stock washing stage of the kraft process. 

 
 
 

 Kraft Process – 
 



The Kraft process has been the most common form of chemical pulping throughout the years . It 

involves the digestion of wood chips at elevated temperature (423-453K) and pressure in white 

liquor. The white liquor is a water solution of sodium hydroxide with sulfides. 

 This process is done for nearly 2 hours to separate the lignin from cellulose under high pH 

condition. The higher pH leads to ionization of the phenolic hydroxide groups of the lignin, 

which in result solubilizes the lignin content of lignocellulosic biomass. After separation of  

 

cellulose from lignocellulosic biomass, lignin is recovered from the final combined liquid, which 

is referred to as black liquor. Thus a concentrated and lignin rich solid is obtained although the 

lignin obtained from this process emits poisonous gas. 

 The lignin can also be recovered from the black liquor by lowering the pH of the solution with 
carbon di oxide. In this process the lignin is precipitated on the surface. The precipitated lignin 
can be recovered by simple filtration and washing. Although, the lignin obtained in process is 
free from Sulphur and sugar, this hypothesis is under examination for use. 
 
 

 Oxygen delignification- 
  
Oxygen delignification is nowadays one the most used process in pulp industry for ECF 

(Elemental Chlorine Free) and TCF (Total Chlorine Free) bleached pulp production.  
This process is done in elevated temperature, in the range of 800 – 1200 and in pressure from 6- 8 

bars to increase the rate. But above 1200 a degradation of polysaccharides can occur. Amount of 

NaOH and pH is very significant in oxygen delignification. The pH value should be higher than 
10 and better effectiveness it should be 12.  
At lowest energy state Oxygen molecule contains two unpaired electrons has an affinity to 

opposite spin of other electrons. Therefore it can act as Free radical. At higher temperature and 

strong alkaline condition it can act with organic compounds.  
At initiated state the phenolic group of lignin reacts with the alkali and forms a phenolate ion. 

The phenolate ion then reacts with oxygen, forming a resonance stabilized phenoxy radical and a 

superoxide anion. 

 

 The phenoxy radical undergo reaction with themselves or with oxygen species radical, such as 
hydroxyl (HO•) ,  hydroperoxy (HOO•) and superoxide (O 2•-) and produce different organic 

acids, carbon di oxide, and other lower mass organic compounds through side chain elimination , 

ring opening and de methoxylation reactions. 

  

The reaction can is shown as below- 

 



 

 

4.Merits and de merits of the methods 

 
Merits of Kraft methods-  
 
The Kraft process is the most popular method for producing wood pulp in the US due to 

advantages over soda and sulfite pulping, any wood species can be used. Additionally cooking 

times ate reduced and waste recovery is more efficient. Kraft process tends to be stronger than 

other types of pulps, but actual strength varies by species. When stained with Graff “C" stain, 

Kraft pulp can appear in a range of colors on the wood type and the amount of bleaching. Un 

bleached Kraft pulps will appear Yellow or blue/Grey. With increased bleaching, pulps will 

appear lighter and tend more towards red when treated with stain. The stained color of kraft pulp 

tends to be darker than sulfite pulp. 

 

Demerits of Kraft method- 
  
One of the major disadvantages of Kraft process is that the Kraft lignin is highly contaminated 

with carbohydrates coming from hemicellulose as well as some fatty acids. Also, substantial 

amount of Sulphur is usually covalently bound to Kraft lignin in the form of thiols.  
 
Merits of Oxygen delignification-  
 
a. Environment friendly, which helps to reduce the uses of chlorinated chemicals in next steps. 
The other environmental benefits are lower BOD , COD and fewer colours in effluent, as the 

effluent from the Oxygen bleaching is recycled back to the recovery boiler.  

 
 



 
 
b. The process is cost effective, as it significantly reduce the consumption of bleaching chemicals, 

such as Chlorine gas, Chlorine di oxide, Ozone, Hydrogen peroxide in the next stages. Overall 

Oxygen production is minimal.  
 
All the effluent containing spent chemicals and reaction products is recycled back in this process. 

Without this, all the effluent would go to waste water treatment plant due to presence of corrosive 

chlorinated compounds. So it reduces the chemical consumption cost.  

 

 

Demerits of Oxygen delignification-  
 
Oxygen bleaching process is less selective compared to other bleaching agents, as the process 

undergoes with the free radical reaction system. This can lead to significant degradation of 

polysaccharides . 
Another disadvantage is that it is weak reactive oxidant. So, it required alkaline conditions, high 

temperature and pressure to obtain a reasonable reaction state. Raising the alkali charge also 

creates negative effect. Moreover, primary high installation cost of Oxygen delignification is 

another drawback. 

 
 
 

5. Alternative methods to counter the de merits 
 
In counter to the demerits mentioned above, alternative methods can be used. Currently, 
delignification supported by polyoxometalates is catching the attention in the industry. 

Polyoxometalates , also called as POMs, favorably embraced the advantages of both chemical 

(active at elevated temperature) and biological (highly selective) lignin oxidizing agents.  

Also, these reagents are chlorine free and can be used under conditions wherein they oxidize 

lignin and chromophores in wood pulp fibres while leaving the cellulose undamaged. They can be 

 reactivated with oxygen under conditions that result in oxidation of the organic by products of 

the delignification process. Thus, they can be recycled in a closed system, that promises to 

provide the basis for a new class of closed milled technologies in which, the consumable oxidant 

is oxygen and primary by products are Carbon di Oxide and water.  
The POMs used as delignification agents are transition metal substituted cluster ions similar in 

structure to many mineral ores. They are entirely chlorine free and can be used under conditions 

that make them very selective in their action on pulp fibre constituents. When used in active 

states, they can oxidize lignin and related chromophores while leaving the polysaccharides 

undamaged. 

 

 

6. Polyoxometalates in bleaching 
 
Among a large no. Of variation, the keggin type Polyoxometalates have been recognized as the 

most suitable POMs for use in oxidative delignification. The advantages of keggin type 

Polyoxometalates include a range of redox potentials, solubility and molecular charges which can 

be adjusted during synthesis and relatively easy regeneration by Oxygen, Hydrogen peroxide or 

Ozone. 

 



 

 

 Keggin type hetero poly oxy anions are described by the general formula                          

X M’a M" 12-aOb 
m- where X n+ is a d or p-block hetero atom (Al 3+, Si 4+, P 5+) and M' and M" are d n 

and d 0 metal centers respectively. 

  

The concept of delignification with POMs as robust inorganic systems which provide controlled 

environments with transition metal ions, has been developed to mimic the action of fragile lignin 

peroxidases containing iron proto porphyrin IX, in selective oxidation of lignin. POMs are 

reduced while lignin is oxidized. POMs may be re oxidized by Oxygen, Hydrogen peroxide or 

Ozone.  

POMs with the redox potential in the range of +0.7 to +0.8 V vs NHE have been used for 

delignification. Delignification by POMs can be carried out in anaerobic condition and in aerobic 

condition. 
 

 

 Delignification by PMOs in Anaerobic condition- 
 

 
 
This is 2 step process. In the first step, performed under anaerobic conditions at elevated 

temperature (100-140°c), lignin is oxidized and dissolved in an aqueous solution of POMs, 

which are simultaneously reduced. After being treated with POMs, the pulp is separated from 

the spent POM liquor and washed. Polyoxometalates are readily washed from the pulp with 

high efficiency of 99.9%. The reduced POMs are regenerated, using oxygen, for the next 

bleaching process. Under the aggressive conditions of this step, POMs initiate and catalyse 

the wet air oxidation of dissolved lignin degradation compounds and other potentially present 

organic compounds, which are converted to CO2 and H2O. During the development of POM 

bleaching technique, a number of anions have been used, [PV 2 MO 10 O 40] 
5- . Further 

progress has been made by using [Si VW 11 O 40 ] which is stable at neutral pH levels. 

 

An important aspect of this POM delignification is that the protons released during lignin 

oxidation in the first step are consumed by Oxygen during the re oxidation of POMs and 

mineralization of lignin in second step.  

2POM ox + lignin H 2 converted to 2POM red + Lignin ox + 2H +  

4POM red + O 2 + 4H+ converted to   4POM ox + 2H 2  

The 2 step delignification process have a lot of advantages. These include an acceptable 

selectivity of POM delignification performed in a radical free condition which can be 

improved by conducting the process in less acidic conditions and an effective regeneration of 

POMs, which provides the basis of an effluent free technology.  

 



 

 

 

 

But also, to apply the two step POM based delignification on a commercial scale, an 

improvement of the process related to the efficiency of lignin oxidation with POMs is 

required. 

 

POMs such as [PMo10V2O40]
5- (PMo10V2), [PW11VO40]

4-    (PW11V), [SiW11VO40]
5-, 

[BW11VO40]
6-  and [SiW11Mn(H2O)O39]

5- (SiW11Mn) (all a isomers) have been  used for 

delignification processes of pine kraft pulp under anaerobic conditions.  All studied POMs 

were able to delignify the pulp the best results being obtained with SiW11V and SiW11Mn. 

Considerable cellulose degradation occurred with [PW11VO40]
4-, due to the lower pH used 

(on account of the stability of this POM at pH , 2) which promoted cellulose acid hydrolysis. 

The delignification effectiveness of different POMs is related to their redox potentials. POMs 

with lower redox potentials (PMo10V2 and BW11V) presented a lower degree of 

delignification whereas those of   SiW11V and SiW11Mn, with a higher redox potential, were 

the most effective for the delignification of pulps. Polyoxometalate re-oxidation was 

demonstrated for PMo10V2 at 1500C, since its reduced form was rapidly re-oxidised by 

oxygen, despite its low effectiveness for anaerobic delignification. 

 

In contrast, for the SiW11V and SiW11Mn anions the re-oxidation of the reduced anions by 

oxygen was slow, even at conditions of elevated temperature and oxygen pressure, limiting 

the useful application of this system. 

 

A second generation of POMs emerged as suitable for both delignification and wet oxidation, 

which are also stable above pH 7 so that hydrolysis of the cellulose can be significantly 

reduced. These include [SiW10V2O40]
6- (SiW10V2), [AlW11VO40]

6- (AlW11V), and 

‘SiW10.1Mo1.0V0.9O40’. 

 

 

 

 

Another important advance associated with this new generation of POMs was the 

development of a new synthetic procedure (using hydrothermal methods) that results in an 

equilibrium composition which is inherently stable and, therefore, can be recycled repeatedly 

in a closed system. 

 

The reactivity of phenolic and non-phenolic lignin structural units has been studied using 

monomeric and dimeric lignin model compounds (LMCs). A possible reaction pathway for 

a cleavage of the phenolic lignin model compounds has been proposed; this pathway would 

include two one-electron oxidation steps producing cyclohexadienyl cations from the initially 

formed phenoxy radicals. 

In contrast to phenolic LMCs, the etherified LMCs follow a different mechanism and 
the 
experiments on non-phenolic lignin subunits have revealed that the reaction may 
proceed via 
successive oxidation of the benzylic carbon atom. Model studies, however, do not 
reflect all the reactions that lignin might undergo as a macromolecule in the pulp 



matrix. Oxidation of pine milled wood lignin (MWL) with POMs has also been 
explored. 
 
 
 
 
 The MWL was  insoluble under the conditions studied, and oxidative reactions were 
found to be taking place primarily at the surface of the suspended lignin 
macromolecules, providing incomplete information on the lignin reactivity. To 
understand the changes which lignin undergoes  
 
 
 
during POM treatment of softwood and hardwood pulps, residual lignin has been 
isolated  
from pulps at different levels of POM delignification and analysed. In addition, the 
nature of lignin degradation compounds dissolved during POM delignification has 
been explored to help elucidate lignin cleavage reactions. Whereas the efforts to 
isolate higher-molecular weight lignin have been unsuccessful, low-molecular weight 
aromatic compounds have been identified in the POM spent liquor. This may be an 
indicator of the lignin reactions occurring on its surface; or, on the other hand, it 
could indicate the continuation of the degradation of higher-molecular weight lignin 
after dissolution, if the reactions took place in the bulk of the lignin. Among the lignin 
degradation products of POM treatment of different kraft pulps were acetosyringone 
and acetovanillone, as the products of the Cβ-Cγ bond cleavage; vanillin, vanillic 

acid, and syringaldehyde, which are the products of the Cα-Cβ bond cleavage; and 

2,6-dimethoxy benzoquinone, which confirms the C1-Cα bond cleavage in lignin. The 

presence of 3,4-dimethoxy carbonyl and carboxyl aromatic compounds, 
veratraldehyde, and veratric acid, respectively, reveals a potential methylation 
reaction taking place with methanol released during the lignin demethylation reaction 
in POM treatment of kraft pulps, since these structures are not naturally present in 
lignin. 
 
The results obtained using the different lignin-related substrates revealed that phenol 
oxidation reactions are the most significant reactions occurring during lignin oxidation 
with POMs. LMCs with free phenolic hydroxyl groups (PhOH) reacted both faster 
and at lower temperature (room temperature) than the etherified forms, which 

reacted only at temperatures ≥120 °C. Fast oxidation of phenolic units was confirmed 

in POM oxidation of kraft pulps when the content of PhOH groups rapidly decreased 
in the corresponding residual lignin with the progress of POM delignification. 
 
Since POM oxidation of phenols yields quinones, it is expected that the quinone 
content in pulps will increase with the progress of POM delignification. For example, 
ortho- and para-quinone structures resulted from POM treatment of different lignin 
model compounds paraquinone was detected in the solution of unbleached birch 
kraft pulp treated with POMs a reddish orange hue of the pulps, which is commonly 
noticed after treatment with POMs, was  
 



also attributed to the formation of quinones. In addition, ortho-quinone formation in 
lignin is consistent with a loss of methoxyl groups. Lignin demethylation has been 
observed in the POM treatment of pine MWL [28] and in the residual lignin of 
hardwood kraft pulps  
with the progress of POM delignification. Conversely, para-quinone products give 
evidence for the occurrence of the C1-Cα cleavage reactions. 

An abundance of quinone structures in residual lignin after POM treatment of pulp 
may be an important reason for a successful brightening of POM treated pulps with 
sodium hydroxide and hydrogen peroxide, as they are efficient quinone-removing 
agents. 
 
 
 
In addition to quinone formation confirmed in different model studies and studies on 
MWL and kraft pulps, an increase in other carbonyl groups, such as -CαHO and -Cα 

= O, has been observed in the remaining POM-treated MWL and residual lignin of 
kraft pulps [28,34]. This result corroborates a reaction mechanism based on the 
successive oxidations of the benzylic carbon atoms, as proposed in the studies on 
etherified LMCs. 
 
 
 
 
Even though in kraft pulping lignin is primarily degraded through the cleavage of its 

most abundant β-O-4 structure, some β-O-4 bonds are still present in residual lignin 

of kraft pulps. Because the bleaching result depends considerably on the agent’s 

ability to cleave this structure, the POM treatment of β-O-4 dimers was performed 

,whereby the researchers observed cleavage of the C1-Cα bond in phenolic guaiacyl- 

and syringyl- glycerol β-aryl ethers. This finding is consistent with the observed 

reduction in the content of the β-O-4 bonds resulting from the POM treatment of pine 

MWL. The 2D NMR HSQC analysis of residual lignin isolated from kraft pulps also 
indicated a weakening of the correlations assigned to this lignin bond. 

Moreover, the products of the β-O-4 bond cleavage, identified in the LMC studies, 

were also identified in the POM spent liquor of the treatment of kraft pulps. This 
finding corroborates the delignification mechanism, which includes C1-Cα bond 

cleavage. The lignin model studies, however, did not support the claim that the 
delignification mechanism includes Cα-Cβ bond cleavage (Cα-aldehyde and Cα-

carboxyl acid aromatic structures). Nevertheless, the cleavage of the β-O-4 bonds, 

the most abundant bonds in native lignin, and important bonds in residual lignin, 
which was revealed in the POM experiments on LMCs, MWL and kraft pulps, would 
contribute positively to the total delignification result in the POM treatment of kraft 
pulps. 
 

 
 
Delignification by PMOs in Aerobic condition-  



 
POMs have been studied as catalysts in oxygen delignification of unbleached pulps in 

aqueous or organic solvent- water media to increase the selectivity of delignification. For this 

purpose, the hetero poly anions HAA-n of the general formula [P Mo 12-n V n O 40] (3+n)- 

(n= 1-6) have been used. The most important properties of the HPA-n series of 

polyoxometalates are their re oxidation with oxygen, a property, which enables the two 

reactions to occur in the same step and their stability at pH 2.5-5 , a property which requires  

 

 

acidic process conditions. The redox potential of the HPA-n series of POMs decreases with 

increasing n and catalytic action in oxidative delignification is performed with HPA-5 in 

particular [P Mo 7 V 5 O 40]. Vanadium is responsible for the oxidation- reduction path of the  

 

 

HPA-n polyoxometalates; while oxidizing lignin, HPA-5 is reduced in the reaction V 5+to     

V 4+, reduced HPA-5 is re oxidized with oxygen in the reaction V 4+to V 5+. The VO2
+  

formed via dissociation of HPA-n is characterized by higher redox potential than the parent 

HPA-n.  

HPA-n converted to HPA-(n-1) + VO 2 + 

 

 

Due to higher redox potential, VO 2 
+ ions are less selective oxidizing agents leading to the 

oxidative degradation of polysaccharides. Moreover, the free VO 2
+ ions are not oxidized by  

 

 

 

O 2 in acidic solution which means that they cannot be recycled. Therefore it is desirable to 

suppress HPA-5 dissociation, which can be done by pH control by addition of polar organic 

solvents (ethanol) or by increasing the ionic strength of solution. Adding ethanol into the 

system in the amount of up to 40-50 % improves delignification selectivity due to partial 

reduction of the concentration of VO 2 
+ in the solution. The pH of the system also strongly 

influences the delignification and while degradation of polysaccharides increases with 

decreasing pH, the delignification efficiency decreases at pH higher than 2. 

 

Studies of the effect of HPA-5/O2 and HPA-5-MnII/O2 on lignin have been performed 
using 
hardwood (eucalyptus) and softwood (spruce) species, monomeric and dimeric lignin 
model 
compounds, and dioxane lignin adsorbed on pulp. The results of these studies 
indicated 
that the conversion of phenolic lignin units occurs 5–6 times faster than that of non-
phenolic lignin units and that the syringyl units are more readily oxidized than the 
guaiacyl analogues. A simplified reaction scheme has been suggested by Evtuguin 
and Pascoal Neto. They suggested that similarly to the mechanism of POM 
delignification in the anaerobic system, the reaction starts with one-electron oxidation 
of lignin phenolic units resulting in phenoxy radicals, which lose one more electron 
and form cyclohexadienyl cations. In contrast to anaerobic POM treatment 
delignification, participation of oxygen is suggested in lignin autooxidation during 
aerobic delignification catalysed by POMs/HPA-5. The role of the   VO2 + released 
from the HPA-5 is demonstrated in the suppression of these lignin autooxidation 



reactions, and even more in the oxidation of non-phenolic structures for which the 
VO2 + ions were suggested to be the active catalysts. The rate-determining step of 
the oxidative delignification of both phenolic and non-phenolic lignin units is the first 
one-electron oxidation step. Similar to the studies of anaerobic POM delignification, 
the studies of aerobic POM delignification indicated that the delignification includes 
cleavages of the Cα-Cβ and C1-Cα bonds, demethylation, and formation of quinone 

structures. The comparative analysis of lignin before and after HPA-5/O2 treatment of 
dioxane lignin adsorbed on pulp showed that the content of the β-O-4, β-β, and β-5 
bonds was reduced, which is the same result observed in the POM anaerobic 
delignification of MWL and kraft pulps. 
 

HPA-5/O2 system 
 

 The hetero polyanion [PMo7V5O40]
8- in solution (HPA-5 for short) has shown 

catalytic activity under O2 for the delignification of eucalyptus sawdust and for the 

delignification of kraft pulp, in water or ethanol–water medium under appropriate conditions. 

Delignification of kraft pulp at temperatures of 900 C and at an optimized pH of 1.8–2.0 and  

 

 

an oxygen pressure of 0.6 MPa originated pulps with significantly lower kappa numbers than 

those of the experiments performed with no POM after 2 h of reaction .However, owing to 

the low pH used, polysaccharide destruction also occurred. This was assumed 

to be mainly related to the hydrolysis reactions by acid catalysis, as similar intrinsic 

viscosities were obtained for the experiment carried out with no POM. Notwithstanding, 

the delignification process catalysed by the HPA-5/O2 system was more selective than the 

conventional oxygen delignification in alkaline medium, when the oxidative degradation was 

carried out to a kappa number of around 6–7. It was demonstrated that the HPA-5/O2 system 

could be used in multiple delignification cycles without losing its activity for the  

 

 

 

delignification of the pulp. These results showed that no catalyst deactivation occurred. The  

chemical oxygen demand index, after the second cycle, indicated that the oxidised organic 

materials accumulation and their dissolution in the multiple delignification liquors was 

roughly the same. This fact indicates that the HPA-5/O2 system yields the total oxidation of 

lignin to carbon dioxide and water. These results are extremely important for a possible 

application of HPA-5 as a catalyst for an oxygen delignification stage in a totally effluent-

free (TEF) bleaching plant. Since the delignification liquor may be continuously re-used it 

could be carried out in a closed system. In this way, POM delignification opens 

new perspectives for the implementation of the closed-mill concept and for the reduction of 

the environmental impact of the bleached kraft pulp mill. 

 

HPA-5-MnII/O2 system 

 

MnII-assisted HPA-5 as a catalyst. In spite of the good delignification extent obtained during 

oxygen delignification catalysed by HPA-5, the selectivity of residual lignin oxidation was 

restricted by two main factors: a. the low pH of the best delignification medium (ca. pH 2), 

which promotes acid catalysed hydrolysis of polysaccharides; and b. the undesirable 

and not easily controllable degradation of polysaccharides with VO2 + ions dissociated from 

parent structure of HPA-5. To overcome these drawbacks, new development was carried out 



on the preparation and structure of the catalyst. Manganese (II) ions in the form of manganese 

diacetate were added in the last stage of the synthesis of HPA-5 under acidic conditions with 

the purpose of preparing Mn-substituted HPA-5 structures (HPA-5-MnII for short) as 

suggested by electrochemical experiments. This experiment accounted for the partial 

dissociation of HPA-5 at pH 3, leading to the formation of the so-called lacunary derivatives 

of the parent Keggin polyoxoanions. Moreover, the synthesis of POMs, based on the 

reactions of lacunary Keggin structures and transition metal ions is well documented. 

Regarding the catalytic features of Mn-substituted polyoxometalates in oxygen 

delignification, the use of a lacunary structure of HPA-5 acting as a multidentate ligand to the 

manganese ions (HPA-5- Mn II) on the oxygen delignification catalysis was investigated. 

The delignification degree achieved with HPA-5/O2 or HPA- 5-MnII/O2 systems was 

considerably higher than that obtained by oxygen without a catalyst. Comparing the two 

reaction systems HPA-5/O2 and HPA-5-MnII/O2, the latter showed a slightly lower 

delignification efficiency but a remarkably improved selectivity, proving a positive influence 

of the presence of manganese in the substituted HPA-5. The VO2 + ions present in the acidic 

HPA-5 solution play a key role in the oxidative delignification because they were considered 

as the main active species in the catalytic oxidation of lignin. 

 

 

 At the same time, however, VO2 + ions oxidise the polysaccharides, thus decreasing the 

selectivity of the delignification.  

 

 

The introduction of Mn in the synthesis of HPA-5- Mn II could control, to some extent, the 

VO2 + ions released.  

 

The lower concentrations of VO2 
+ in the HPA-5-MnII solution could explain the slightly 

lower delignification efficiency but better selectivity. The molar ratio between HPA-5 and 

Mn2+ ions used in the synthesis of HPA-5-MnII also influenced the delignification results. 

The selectivity of the lignin oxidation was fairly constant when the ratio [HPA-5]/[Mn2+] 

was higher than 1.5. The catalyst HPA-5-1.5MnII ([HPA-5]/[Mn2+] = 1.5) was suggested as 

being the best for the catalytic needs.54 About 15–20% higher viscosity of the delignified  

 

 

 

pulp was achieved with HPA-5-1.5MnII when compared with HPA-5 catalysis at the same 

degree of delignification. Delignification parameters in the system HPA-5-1.5MnII/O2 were 

also optimized. The best delignification selectivity with HPA-5-1.5MnII was observed at a 

pH between 3 and 4. The temperature of 1000C seemed to be a good compromise for 

selective delignification. After 4 h of reaction at 100 0C, it was possible to reach up to 70% of 

residual lignin removal with a viscosity drop of only 26%. 

 

Oxygen delignification with polyoxometalates and 

Laccase 

 
As laccase may be an efficient catalyst of re-oxidation of different kinds of POMs, 
biocatalytic reoxidation of reduced POMs with laccase has been proposed as a 
method that will enhance re-oxidation efficiency in aerobic delignification. In a first 

approach, POMs were used as inorganic mediators to laccase-catalysed delignification of 

pulp at temperatures typically around 45–60 0C. This followed observation that some of the 



POMs that were hardly re-oxidised by oxygen, such as SiW11MnII and SiW11V
IV, could be re-

oxidised by the enzyme even at room temperature (T # 25 0C) and atmospheric pressure (ca. 

0.02 MPa). When using POMs as inorganic mediators for pulp delignification (laccase-

mediator system – LMS), the POM oxidises the residual lignin in the pulp and the reduced 

POM is re-oxidised by laccase at the same stage. Finally, the cycle is completed by re-

oxidation of the copper centres of the prosthetic group of laccase in the presence of oxygen. 

The application of the LMS to the delignification of kraft pulps has not produced high 

delignification. No more than 35% delignification was achieved, even after 48 h of reaction. 

The low delignification rate was suggested to be due to the scarce reactivity of the POM with 

the substrate under the applied conditions. In fact, the optimal conditions required for kraft 

pulp delignification with the POM are typically around 90–110 0C, in contrast to the applied 

temperatures lower than 60 0C. 

In a second approach, an alternative multi-stage process was developed in which the pulp is 

treated with a POM at high temperature (100–110 0C) in a first stage, followed by the POM 

re-oxidation with laccase at moderate temperatures (30–60 0C) in a separate stage. The 

application of this multi-stage process brought delignification around 50% when applied to 

SiW11MnIII and SiW11V
V. SiW11MnIII was found to be more selective, while SiW11V

V  

 

 

was more effective in the oxidative delignification. After the laccase stage (POM-L) the 

complete re-oxidation of polyoxometalates SiW11V (and SiW11Mn, respectively) was 

verified. Furthermore, no indications of degradation of the Keggin structure were found under 

the experimental conditions used. 

 

 

 

7. Conclusion-  
 
As a promising alternative to chlorine based bleaching, oxidative delignification with POMs has 

been suggested,. Both of the approaches, one based on the anaerobic process in which  
POMs are used as oxidative delignification agents and second based on aerobic process in which 

POMs are used as catalysts, have their advantages and disadvantages. The most effective and 

selective polyoxometalates found for the delignification process were SiW11V
V, SiW11MnIII, 

AlW11V
V, SiW10V2, ‘SiW10.1Mo1.0V0.9O40’ and the above-mentioned HPA-5-MnII. 

 

 

 

 

Work on both of the process is going on currently in the industry. A very satisfying result of 

up to 70% of delignification can be achieved and a saving of 56% of chlorine oxide  has also 

been achieved. In the future it is expected that , new direction of application of other  POMs 

can be achieved, and more selectivity can also be achieved. Alternatively, the 

development/optimization of new/known processes incorporating delignification and re-

oxidation of the POM in different stages should be considered. In the future, these processes  

 

should be optimized and costs evaluated and compared with those of industrial processes in 

order to evaluate the possibility of incorporating new POM-based delignification processes 

into industrial applications. 
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1.ABSTRACT

The release of phylogenic toxic impurity into the atmosphere is a world wide

threat of growing concern.The toxic gases(NH3, NO, CO2,CO, SO2, H2S etc.)are

impure the air,that causes serious environmental problems and pose substantial

health hazard.1 How to increase safety with regard to personal protection in the

event of toxic gas exposure is a critical question for an ever-growing population

spending most of their lifetime indoors, but in order to protect future

generations of employes from potential hazards it is also crucial for the

chemical industry. “In this review, we highlight the state-of-the-art examples in

which metal organic frame works(MOFs), an emerging class of porous sorbents,

have been applied to the desorptive removal of toxic gases.” MOFs can also

simultaneously shows better adsorption capacities and exponential selectivities

for toxic S02, NO2 and other flue and exhust gases while maintaining their

structural integrity.2 The highly crystalline nature and rich chemical

functionality of MOFs have assisted the elucidation of host-guest inactions at a

molecular level to afford insights and new knowledge that will inspire and

inform the design of new generations of adsorbents.1,2
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2.INTRODUCTION

The liberation of anthropogenic toxic pollutants in the environment/atmosphere,

which include products of comburtion or chemical reactions, leaks of harmful

industrial gases and vapours as well as the deliberate emission of chemical

warfare agents, is a world wide risk of growing concern. For environment air

pollution, common hazardous compounds such as NO, SO2, CO2, H2S, CO, NH3

other nitrogen (e.g. hydrogen cyanide) or sulphur –containing compounds (e.g,

organo thiols), hydrocarbons, volatile organic compounds (benzene,

toluene,methanol, etc.) are major concern. The main sources of this gases are

anthropogenic. SOX and NOX are took part into the formation of acid rain and

the photo chemical smog. Emissions of SO2, NO2 and CO are mainly due to the

burning of fossil fuels that cover the current high energy demand. The another

poisonous, corrosive and adorous gas is H2S. The purification of these gases

prior to their use implies the recovery of this acid contaminant.2

In review of all the above, “the effective sensing,

capture and eventually the degradation of this harmful chemicals is of the great

importance both for the protection of the environment and for health issues.”

Notably, porous materials are at the front line of minimizing the efficiency of

industrial and regeneration processes. With respect to, a new class of crystalline

nano-porous materials known as metal-organoic frame works (MOFs) has

emerged, as an alternative to zeolites, as a consequence of their enchanting

potential applications in adsorption, sensing and catalyst.2,5

Accordingly, one of the main scientificant
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challenges to be achieved in the field of MOF research should be to maximize

the performance of these solids towards the sensing capture and degradation of

harmful gases and vapours by means of a rational control of size and reactivity

of the pore walls that are directly accessible by guest molecules.3

In this review, “the features of classical MOFs as

well as hybrid materials based on MOFs suitable for the selective, sensing,

capture, and catalytic degradationof toxic gases and vapours.”3,4,5

3.What is MOFs?7

Metal–organic frameworks (MOFs) are a class of compounds comprising of

metal ions or clusters coordinated to organic ligands to form two-, or three-

dimensional structures.7
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 MOFs are self-combined metal clusters with organic

framework, are well known for their structure, permanent

porosity, and have shown various prospect for various

applications.7

 Metal–organic framework is a coordination network

with organic ligands containing potential voids.

3.1. Structural Feature4,8,9,10

MOFs are structures made up of inorganic nodes, which can either ions or

clusters of ions, and organic linkers.

MOFs can be obtained using regid

molecular building blocks under reaction conditions that maintain their

structural integrity throughout the synthesis regime. In this context, reticular

synthesis can be described as the process of assembling judicious primary

building blocks to form to SBUs (Secondary building units) which predetermine

ordered structures held together by strong co-ordination bonds. In a nutshell
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with this strategy it is possible to control the overall co-ordination number of

the inorganic and organic building units, and it then becomes important to

identify the networks that can be expected result from a topological point of

view.8,10

Typically MOFs are built from two types of primary building units

or points extension. “One type is basically organic ligands, which could be

multitopic in nature. Another type is a metal atom or finite polyatomic cluster,

which have two or more metal atoms of same (homometallic, e.g. Zn4O,Zr6O4)

or different type (heterometallic, e.g. poly-oxometallates).” The two types of

buiding reveal characteristics roles in the formation of secondary building units

(SBUs). To construct the MOF architecture these SBUs finally self-gathered in

higher dimentions. According to the classification co-ordination number of

secondary building units can

vary from 3 to 66.4

Through the different linkers

SBUs can be combinded into

a framework structure. Two

situations can be arrived by

the leading of the selection

and substitution of a linker:

either the symmetry of the

structure is maintained when

another linker is used and

Structures of different MOFs Terephthalate(BDC) dianion as a linker.
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because of the elongation of carbon chain only the unit cell parameters change

“(for example, when going

from Uio-66 to Uio-

68)”11,12,13 or the change in

the mutual arrangement of

functionalities, change the

symmetry.

As already mentioned, MOFs are distinguished by the diversity of their

structure, different symmetry and pore sizes and, hence, by their characteristics.

The pore size is determined by the carbon chain length of the

number of benzene rings in it, whereas the introduction of different substituents

and functional groups into the linker is responsible for the additional selectivity

and unique chemical properties of the pore.4,9

Depending upon the mutual arrangement of substituents in the linker molecule, example of the change in geometry of

MOFs.
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3.2. MOFs SYNTHESIS3,4,10,14,53

MOFs can be synthesized in 5 ways.

a) Hydro thermal/ Solvothermal Synthesis.
b) Microwave assisted synthesis.
c) Ultrasonic synthesis.
d) Electrochemical synthesis.
e) oCentrifugal synthesis.

a)Hydrothermal / Solvothermal Synthesis: Solvothermal synthesis is
carried out atthe boiling
temperature of the solvent or
above this boiling point in
special closed chemical
reactors at elevated pressure
caused by solvent vapour or
produced by a pump.10,53

b)Microwave assisted synthesis: MW impact on a substance that leads
to heating: the action on polar
molecules and on free ions. In
both cases, polar molecules and
ions try to align with the
alternating field. In an
electrolyte solution, electric
current is generated and, hence,
heating occurs due to

resistance.4,10,14,53
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c)Ultrasonic irradiation synthesis: Ultrasound is known to
synthesize MOFs rapidly
under mild process
conditions, such as solvent-
free, at room temperature
and under ambient pressure.
Studies have shown that
MOFs can be produced
cost-effectively at high

yield via sonochemical route. Finally, the sonochemical synthesis of
MOFs is a green, environmentally friendly method.10,53

d)Electrochemical synthesisz: Electrochemical synthesis of MOFs
isthat metal ions are
introduced not from a
solution of the
corresponding salt or
through the formation of
these ions during the
reaction of a metal with an
acid, but as a result of

electrochemical process.3,53

4. APPLICATIONS OF MOFs: Numerous applications of MOFs in
many fields are being developed that exploit MOFs' cage-like structure, such as:



13

 Gas storage and separation,

 Liquid separation and purification,

 Electro chemical energy storage,

 Catalysis and sensing,

 Drug delivery,

 Structure modification, etc.
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5. APPLICATION OF MOFs IN TOXIC GASES
SEPARATION:

(COMMON TRACE AND TOXIC GASES:15-2O
Maximum values for a large number of toxic industrial chemicals (TICs) are

given by the “Air Quality Guidelines for Europe published by the World Health

Organization (WHO).”15,16

For noncarcinogenic substances, stress thresholds

are given, below which a significant risk for people’s health is not expected.

From known lowest observed adverse effect levels and/or no observed adverse

effect level, divided by a protection factor, these values are calculated. In some

cases, where unpleasant smells caused because of the concentration below any

health-adverse limit , odor limits are described. For the same pollutant varying

values are listed, depending on variable exposure times typical for different

exposure situations. Carcinogenic substances can cause cancer regardless of the

concentration. In this case, “life time risks” are given instead of thresholds. The

statistical probability of developing cancer caused by long-term exposition to a

well-defined concentration of the substance during lifetime is the “life time

risk.” These guidelines are included into national laws, standards, and

guidelines, in the US17 (e.g., the publication “Building Air Quality—a guide for

Building Owners and Facility Managers”18of the “National Institute for

Occupational Safety and Health, NIOSH”). An air conditioner filter for

buildings or cars should be capable of reducing the concentrations of toxic

components at least below the given limits Organic compounds with measurable

vapor pressures are referred to as VOCs.
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It is very common to judge the indoor VOC concentration as “total volatile

organic compounds, TVOC” with respect to the technical feasibility of

measurements in parts per million (ppm) range.18,19 Neither health nor general

well-being are assumed to be affected by a TVOC average concentration below

0.2 mg m-3 and provides a challenging target for filter materials.19 Another field

of filter application is “CBRN filtration for extreme situations”, like industrial

accidents or terrorist attacks. The CBRN filtration has been an exclusive domain

of the military. However, the increasing outbreak and ever present threat of

“chemical warfare agent (CWA)” use, as well as the more easily available TICs,

has expanded the interest in such filters.20 Many commercially available filters

for use against toxic gases are certified against the NIOSH standards. As an

example, “the NIOSH Standard for CBRN full facepiece air purifying

respirators (APR) specifies performance levels against ten representative

chemicals”.

In the same way, the equivalent European

Standard (DIN EN 14387, DIN = Deutsches Institut für Normierung, [German

Institute for Standardization]; EN = European Standard) specifies performance

levels against ammonia, cyclohexane, chlorine, hydrogen sulfide, hydrogen

cyanide, and sulfur dioxide. With the exception of chlorine, which is not

explicitly covered in the NIOSH standard. However, the specification of

concentrations and protection times is handled differently in each standard.

Beyond the detection and separation of CWAs or VOCs, the detection of

explosives is also a challenging task. Critical properties of explosives are

pressure sensitivity, impact sensitivity or spontaneous combustion.15 The class

of explosive agents is highly diversified, and most explosives are based on
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nitrocompounds. Because of their organic backbone they can be divided in

different groups -

i)aromatic structure such as 2,4,6-trinitrotoluene (TNT),

picric acid (2,4,6-trinitrophenol, TNP) or N-methyl-N-2,4,6-tetranitroanilin

(tetryl); (ii) aliphatic backbones such as nitroglycerin, pentaerythritol

tetranitrate (PETN) or (iii) cyclic backbones like hexahydro-1,3,5-trinitro-1,3,5-

triazin (hexogen, RDX), and cyclotetramethylene tetranitramine (octogen,

HMX). Also explosive agents with a large percentage of inorganic components

such as gunpowder or ammonium nitrate fuel oils (ANFO) are known. ANFOs

are a physical mixture of ammonium nitrate and mineral oil or diesel and hence

are very cheap. There are also explosives without nitro groups such as

triacetone triperoxide (APEX, TATP), which is often used by terrorists because

of a cheap and easy synthesis route. Maximum allowable concentrations of

explosives are given by different institutions, like NIOSH or the Occupational

Safety and Health Administration (OSHA).15)

5.1.Principles and methods of adsorptive gas separation:21-
25

Separation is a method to detach the components of a mixture, whose procedure

often requires large amounts of energy for dividing the substances of a

mixture.21,22 Furthermore, separation can be attained via selective adsorption and

this takes place when the components on the surface of the

adsorbent have different affinities to adsorb the diffused guest molecule. Gas
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separation methods comprise membrane-based, cryogenic distillation,

absorption and adsorption based technologies.23 Among these methods,

adsorptive separation has a greater attraction due to potentially lower energy

consumption, easier maintenance, flexibility in the design for different

applications, a simple operation and the environment-friendly characteristic of

this method.24 Generally, in the process of adsorptive gas separation, two main

steps are involved; adsorption and desorption processes. In the adsorption stage,

a mixture of the gases is passed through a fixed-bed adsorber or a column

packed with the adsorbents. Then this process is ensued by the desorption step

to remove the component attached on the surface of the adsorbent for reuse.

Therefore, the gas adsorption process is dependent on the desorption methods

used for regeneration of the adsorbent. Several cyclic adsorption processes are

used in the gas separation technology including the inert purge cycles, the

displacement cycles, the temperature swing adsorption the pressure swing

adsorption (PSA), the vacuum swing adsorption (VSA) and the electrical swing

adsorption (ESA). Although all these methods are expedient for gas separation

and purification, the TSA and PSA are more commonly used in CO2 segregation.

The TSA desorption occurs by heating the adsorbent, has albeit its long cycle

time due to the heating/cooling stage that requires a few hours up to over a day.

On the other hand, the PSA is the process whereby regeneration is achieved by

lowering the pressure of the adsorbent. This cycle has some advantages over the

TSA such as a higher throughput of the cycle (the process usually occur in

seconds or minutes) and a temperature-independent process. The PSA is

predominantly used for bulk separation.
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Another more recent method is the VSA that is of a greater interest for the

researchers because it operates at near ambient pressure and most flue gas

streams pressures are approximately atmospheric. As opposed to the other

methods, the PSA and VSA have typically more desirability thanks to fewer

energy requirements of these cycles.25

Schemet

ic representation of TSA, PSA and VSA cyclic processes for regeneration of MOFs in the fixed-bed column.

It should be noted that adsorptive gas separation is attained when different

components of the adsorbent have different abilities to adsorb. Also, a

promising adsorbent should contain acceptable mechanical properties such as

high selectivity, capacity, regenerability as well as promising adsorption

kinetics.21

5.2 Selection of adsorbent and its criteria:21,26,27

Adsorbent selection is one of the important parts of adsorptive separation.

Generally, the best adsorbent is the one that has both high selectivity and
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capacity of adsorbing the targeted molecules. Hence, for choosing the adsorbent,

the followings are to be considered: the nature of the adsorbent (also nature of

its pores) and the adsorption pocess. For instance, in the bulk gas separation

process, the adsorbent must be selected based on the ease of desorption. If the

separation process is not considered, the nature of the adsorbent is the key

criterion for choosing the adsorbent including the size and the shape of the

adsorbate molecule, the dipole moment, the quadrupole moment, and the

polarizability.21

For example,the adsorbents with high polarized

surfaces are ideal if, the targeted molecule has a high dipole moment. “For the

targeted molecule with a high quadrupole moment (like CO2 molecules), the

desirable adsorbent should contain a surface with high electric field gradients

whereas for the adsorption of a non-polar molecule with high polarizability, an

adsorbent with a high surface area could be appropriate.”26Moreover, due to the

formation of complexation bonds and H-bonds (weak chemical bonding) �

bond between the adsorbates molecules and the adsorbent numerous important

separations and purifications are accomplished. Finally, the most important and

basic point of selecting the adsorbent is “the equilibrium isotherm, followed by

diffusivity.”27

5.a. Removal of Amonia(NH3) gas by using

MOFs:15,28,29,30,31,32

The use of MOFs to remove ammonia has been extensively reviewed elsewhere.

Ammonia is toxic and is a severe irritant to the eyes and respiratory system;
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therefore, effective methods of capturing ammonia are needed to protect

industrial and emergency workers who may be at risk of exposure in the event

of an accidental spill. The most common porous material used for this

application is activated carbon, but activated carbon is better fitted to capturing

organic molecules than highly polar gases, like ammonia, and its ammonia

capacity is fairly low (1.8 mg NH3 per g carbon from humid air at 40˚C).28

The adsorption capacity and selectivity of

MOFs for NH3 , improved through the judicious addition of functional groups

to the framework. Groups that form strong hydrogen bonds with ammonia have

been experimentally shown to greatly increase ammonia uptake.29 “For example,

in IRMOF-3, which is an amino functionalized analogue of IRMOF-1 (MOF-5),

ammonia capacity is nearly 18 times greater than in IRMOF-1.” Additionally,

functionalizing MOF-205 with –OH groups results in substantial enhancement

in ammonia uptake at low pressure compared to the parent MOF-2050.30 A

hierarchical modeling approach was used to predict NH3 uptake capacity in

four MOFs (MIL-47, IRMOF-1, IRMOF-10, and IRMOF-16) functionalized

with –OH, –C=O, –Cl, and –COOH groups.31 They used single-point energies

computed at the MP2 level of theory to fit force fields to use in grand canonical

Monte Carlo (GCMC) calculations because conventional force fields like

UFF(Universal Force Field) and DREIDING are not adequate to capture the

strong interactions between polar adsorbates and polar functional groups. They

found that functionalized MOFs have higher NH3 uptake at low pressure, but at

high pressure the overall capacity may be lower due to the decrease in pore

volume from large functional groups. Among these latter studies is the work of

“Kim et al., who modeled a wide range of metal catecholates, which could

potentially be incorporated as linkers within MOFs.” Out of the various
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functionalities considered, R-COOCu groups were calculated to have the

highest binding energy with ammonia. In response to this, it is recently reported

that the synthesis of a series of functionalized UiO-66 MOFs containing copper

carboxylate groups.32 The materials showed high ammonia removal capacities

under both dry and humid conditions and retained the framework structure. The

highest ammonia breakthrough capacities are obtained for UiO-66-(COOCu)2
with 6.38 mmol g−1 under dry conditions and in the presence of humidity 6.84

mmol g−1. This work provides an excellent example of the interaction between

the modeling and experimental communities, leading to materials with

enhanced performance over those tested previously. The limits of ammonia

removal by MOFs continue to be extended. The ammonia uptakes of these

materials are among the highest reported to date (>12 mmol g−1) and they also

appear to be stable toward repeated adsorption / desorption cycling of

ammonia.15

5.b. Removal of Hydrogen Sulphid(H2S) gas by using
MOFs:33-39

H2S is a toxic compound used as a reagent in a number of industrial processes.33

It is also a significant component of natural gas, biogas, and flue gas, and

commonly found in ground water sources used for human consumption. There

is a significant body of research on removing H2S from these sources.34,35 Here,

we focus on desulfurization in the context of removing toxic compounds from
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the atmosphere. Hamon et al. Demonstrated how MOFs like, (MIL 47(V), MIL-

53(Al,Cr,Fe), MIL-100 and MIL-101) are used for H2S capture at 303 K (up to

20 bar).36 They showed that H2S adsorption isotherms in MOFs with

microporous structures (MIL-53(Al,Cr) and MIL-47(V)) are fully reversible,

with steps at low pressure and loadings reaching as high as 13 mmol g-1 for

MIL-53(Cr) at 16 bar. A structural change in MIL-53(Cr) upon H2S adsorption

was observed, while MIL-47(V) stayed rigid. H2S adsorption in MOFs with

mesoporous structures (MIL-100 and MIL-101) was measured to be partially

irreversible. This behavior can be attributed to partial framework collapse

caused by strong interactions between the framework and H2S molecules. Due

to the large pore volume in MIL 101, a significant amount of H2S adsorption

(˜38 mmol g 1 at 20 bar) was recorded. Additionally, Hamon et al. showed that

MIL-53(Fe) decomposes to form black powder (iron sulfur) upon H2S

exposure.37 Typically, H2S will bind to open metal sites, such as those in the

extensively reported HKUST-1, resulting (in that case) in breakdown of the

MOF structure and the formation of copper sulfide. Interestingly, several

composites of this MOF have shown apparently synergistic effects, including

the graphite oxide/MOF composites reported by Bandosz and co-workers38 and

also the MOF/activated carbon composites reported by Shi et al39.In the latter

study incorporation of less than 2% of activated carbon into the composites

resulted in a 51% increase in H2S uptake; this was attributed to increased

microporosity and availability of copper sites for reaction.
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5.c. Removal of Carbon dioxide(CO2) gas by using
MOFs:8,40,41,42

The rising level of CO2 in atmosphere is one of the hottest topics worldwide and

its consequence is considered to provided major threat towards living

beings.8,40,41 The emission from coal,oil and natural gas due to rapid industrial

development is mostly responsible for the rising CO2 level in the atmosphere.

Zeolites and activated porous carbons were explored for CO2 adsorption, and

other classes of porous materials, like MOFs, have now picked up attention as

potential adsorbents. Very high internal surface area with polar functional

groups decorating the pores provides opportunities for high CO2 uptake capacity

in MOFs.8 CO2 capture trials were performed via TGA. A small amount of

sample (~10–35 mg) was placed in a platinum sample pan. At 25◦C under a pure

nitrogen flow, the system was equilibrated, after which the sample was heated

to 100˚C at a rate of 5˚C min-1. This temperature was held for 180 mins to

desorb species adsorbed from air without damaging the impregnated amines.

The system was then cooled back to 25 ◦C and held under nitrogen flow at this

temperature for 60 min. Then, the gas was switched to a pure CO2 stream to

perform CO2 capture at 25 ◦C for 600 min. The weight gain during the

adsorption step was then analyzed to determine the CO2 adsorption capacity

values (pseudo-equilibrium capacity). “The amine efficiency (moles of CO2

captured per moles of N present on the amine) was achieved on NEU-2

PEI(x%wt).” The weight percent of the amine-containing molecules was

converted into the molar content of nitrogen groups and compared to the

capacity of carbon dioxide captured. All amine groups present on the

impregnated PEI were assumed to be equally capable of capturing CO2.42
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5.d. Removal of Sulphur dioxide(so2) gas by using
MOFs:43-48

Several MOFs (MOF-5, IRMOF-3, MOF-74, MOF-177, MOF-199 and

IRMOF-62) were examined for adsorptive removal of SO2.43,44 These materials

feature a wide range of BET surface areas (632–3,875m2 g−1) and have pores

with a large variety of functionalities (for example, amines, aromatics, alkynes,

coordinatively unsaturated metal sites and framework catenation) and sizes.

MOF-74(Zn) composed of [Zn2O2(CO2)2]∞ chains bridged by benzene-2,5-

dihydroxy-1,4-dicarboxylate linkers, exhibits a significant increase in the

dynamic adsorption capacity for SO2. HKUST-1 is a MOF that features Cu(II)

ions bridged by benzene-1,3,5-tricarboxylate linkers to give [Cu2(O2CR)4]

paddlewheel fragments. This MOF exhibits comparable SO2 sorption capacity

to that of granular activated- carbon (Calgon Carbon BPL carbon), whereas the

other MOFs tested in this study showed negligible retention of SO2. An

irreversible colour change was observed for MOF-74(Zn) upon adsorption of

SO2, which was assigned to the interaction of SO2 with the five-coordinate Zn(II)

centre species and/or with the potentially reactive hydroxy groups. Motivated

by the previous work, the complexes MOF-74(M) (M = Co, Mg, Ni or Zn) were

screened for their capacity to remove trace SO2 from air using fixed-bed

breakthrough experiments under both dry and humid conditions. Under dry

conditions, MOF74(Mg) shows higher SO2 adsorption than MOF-74(Co), MOF-

74(Zn) or MOF74(Ni), but the presence of water was found to have a

detrimental effect on both framework stability and SO2 adsorption for all MOF-

74 series.45 The organic linker can also influence the SO2 adsorption capacity of

MOFs. For example, micro-breakthrough measurements have been
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performed to test the sorptive properties of UiO-66-ox, a UiO-66 analogue

featuring free carboxylic acid groups, when exposed to a gas stream containing

SO2.46 Interestingly, UiO-66-ox shows an eightfold enhancement of the

adsorption capacity of SO2 in comparison with UiO-66, and this was attributed

to chemisorption of SO2 to the free carboxylic acid groups in UiO-66-ox.

The stability of MOFs upon adsorption of SO2 is

crucial for reversible gas uptake. However, porous MOFs can show structural

flexibility, as they may convert reversibly between a narrow-pore phase and a

large-pore phase under external stimuli (for example, temperature, pressure,

guest inclusion and light). Thus, structural transitions of MOFs upon adsorption

of SO2 can lead to increased observed gas uptakes. In situ PXRD investigation

revealed that MFM-202a undergoes an irreversible phase change to MFM-202b

upon adsorption of SO2. The phase change leads to an increase in pore volume

owing to the formation of triple π–π interactions between the phenyl rings on

the backbone of MFM-202b,

Example of MOF Applicable for SO2 removal. (MFM-202a and MFM-202b before and after SO2 adsorption)



26

which lead to an increase in the stability, SO2 uptake and selectivity of the

overall framework. Thus, the SO2-induced framework transition from MFM-

202a to MFM-202b leads to both additional uptake and high SO2 selectivity of

132 at 273K and 84.5 at 293K.47 The dense packing of SO2 clusters was

reported for SIFSIX materials, which are copper coordination networks

constructed by inorganic hexafluorosilicate anions, SiF62–, and heterocyclic

organic linkers. SIFSIX-1-Cu (1 = 4,4ʹ-bipyridine) shows an ultrahigh SO2

adsorption capacity of 11.0 mmol g−1 at 298K and 1 bar owing to its unique

pore chemistry, which enables the absorption of four SO2 molecules per unit

cell owing to Sδ+···Fδ− and Oδ−···Hδ+ interactions. SIFSIX-2-Cu-i exhibits high

SO2 capacity at low pressures and SO2 selectivities of 86–89, confirming its

potential in removing trace SO2 from gas mixtures.48 Very recently, the

zirconium-based MFM-601 was reported to show the highest SO2 uptake

capacity.

5.e. Removal of carbon monoxide(CO) gas by using
MOFs:28,49,50

MOFs have also been considered for removal of CO via adsorption. The

performance of the M-MOF-74 (a.k.a. M-CPO-27; M = Ni2+, Co2+, Fe2+, Mg2+,

Mn2+, Zn2+) series has been extensively studied, and the Ni, Co, and Fe

analogues have been shown to take up nearly one CO molecule per open metal

site.28 CO uptake capacities are reported to be high as 6 mmol g -1 in the case of

Fe-MOF-74. Also binding energies more than 50 kJ mol -1 are reported for Ni-
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MOF-74. Recently, Long et al. reported on an Fe-triazolate based MOF where

high-spin Fe2+ centers are converted to low spin Fe2+ centers upon CO

exposure.49 Due to the high affinity of the framework towards CO gas,

significant CO uptake is possible at very low pressures. Due the π-acidity of CO,
very high selectivities for CO over other gases such as CO2, O2, N2 and C2H4

can be achieved. A Cu2+ based MOF (PCP-2) that undergoes a structural change

when the CO partial pressure is above 0.05 bar at 120 K and shows a steep

uptake in the CO isotherm.50 Analyses revealed that CO binding facilitates

further accommodation of CO molecules in a self-accelerating sorption manner

and therefore results in very high selectivity of CO over N2. PCP-2(Purkinje cell

protein-2) can take up 2.1 CO molecules per Cu2+ site at 0.8 bar and 120 K.

Importantly, PCP-2 can be recovered in its original form upon CO removal.

5.f. Removal of Nitric oxide(NO) gas by using MOFs:8,51,52

Separation of hazardous gas, NO from gas mixtures is very important, and

MOFs with pores compatible with the kinetic diameter of these gas could be

useful for this purpose. “MOFs have been used for ultrahigh selectivity of NO

gas over other gases, for example Cu-SIP-3 and Zn(TCNQ-TCNQ)(bipy).”8,51

Usually these two MOFs do not absorb gases like Ar, N2, CO2 etc, are

nonporous in nature. But above gate-opening pressure they take up NO gas . On

reduction of the pressure, the desorption path is not like adsorption, due to

strong coordination to coordinatively unsaturated metal sites (CUMs) in

the case of Cu-SIP-3, while for [Zn(TCNQ- TCNQ)(bipy)], charge transfer

plays a crucial role for high NO capture. Ni- and Co-MOF-74 also show very

high NO uptake ( 7.0 mmol NO per g of activated material) at room

temperature.52
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6.FUTURE SCOPE

The knowledge about metal organic frameworks is growing rapidly during

recent few years but there are still significant gaps in the completeness of our

understanding of their structure, stability and properties. Detailed investigations

on factors responsible for destruction of crystal structure of certain MOFs with

time stability and decomposition mechanism have still not been carried out

systematically. There are some reports on application of MOFs in toxic gases

separation from environment. MOFs can be explored for such application .

Detailed toxicological investigation should be carried out commercialization of

such products.

7.Conclusion

In this review article, we have discussed various synthetic methods of

MOFs along with their applications. Different methods lead to the
MOFs having different properties. MOFs introduced a huge number of

applications including gas storage and separation. The use of MOFs with

adequate pore size/shape is not enough for an efficient capture of hazardous

gases/vapors and other more specific interactions between the harmful

adsorbates and the host are desirable. MOF’s exceptional design flexibility and

structural diversity and the already vast database of MOFs provide an excellent

platform to drive future studies in the search of efficient capture systems that

afford high capacity, selectivity, stability and reversibility in operation. MOFs

with open metal sites could enhance H2 and CO2 uptake to reach the DOE

targets for the benefifit of mankind. Thus, the opportunityto utilize MOF
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architectures is limited only by imagination and our ability to prepare and

characterize adequately well designed structures.
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1.Abstract.
First iron contaning NHC complex was synthesised in 1969. First catalytic
application of Fe-NHC complexes was reported in early 2000. Since then the
catalytic application of these complexes are still not much explored. In this
review we will mainly discuss about the different catalytic applications of Fe-
NHC complexes. E.g C-C bond formation C-B bond formation , reduction
reactions, cyclisation reactions, polymerisation reaction and etc. we will discuss
about the various publications on the catalysis of Fe-NHC compounds till date.
We will see the use of structurally well defined Fe-NHC complexes and also
non coordinated NHC along with Fe precursor i.e in situ generation of Fe-NHC
catalyst in various examples.

2.Introduction.

Iron is the most abundant 3d block transition metal in earth crust1. Nowadays
different catalyst systems are based on rare/heavy transition metals such as : Ru,
Rh, Pd, Pt, Ir, Au etc5. These are not only expensive but also very toxic as they
interact with enzymes, nucleic acid and other biological entities6.But on the
other hand Fe based catalysts are cheap ,non toxic and enviorment friendly. Iron
is considered as a good candidate for catalysis as it has numerous examples in
the field of biology2. NHC carbenes are very popular and well known ligands
and has wide application in the field of organometallic catalysis. NHC s are
neutral sigma donor (2 e) ligands but has no pie acid character. NHC complexes
have some advantages, 1. Being a good sigma donor it forms strong bond with
metal centres and hence M-NHC complexes are resistant towards
decomposition .2. NHC ‘s are easily accesable and they can be tuned both
sterically and electronically very easily. 3. NHC ligands being good sigma
donors can stabilise high valent Fe intermediates by increasing the electron
density of Fe thus improving its catalytic efficiency.

3.Catalysis.

The first well defined Fe-NHC catalyst for atom transfer radical polymerisation
was introduced by the research group of Grubb in the year 2000.
Transformations catalysed by Fe-NHC complexes are shown in the scheme -52.
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3.1 C-C Bond Formation :

3.1.1 Coupling reactions

One of the most important type of reactions are cross coupling reactions. Noble
prize in Chemistry for 2010 was awarded to Negishi, Suzuki and Heck for their
incredible work in the field121.

Scheme -53 kumada type cross coupling:

C(Sp3-Sp2) bond formation

In 2006 Bedford and co-workers first introduced NHC`s to the field of Fe
catalysed kumada type cross coupling. They performed a reaction between
bromocyclohexane and p-tolylmagnesium bromide catalysed by 100a and other
NHC Fe catalyst.62 The NHC`s were either generated via in situ deprotonation
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or thermal decomposition. For 100a a isolated yield of 94% was obtained which
was quite impressive.

Instead of the oxidative addition the authors put forward a mechanism
involving radical intermediates based on the previous research works of Kochi,
Funstrer and Nakamura.62
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Scheme 56,57 Cross Coupling Reaction of choloroalkanes
With BrMgPh

Choloroalkanes are much more difficult substrate to deal with than
boromoalkanes as they are selective and result in lower yields. Nakamura and
co-workers successfully resulted the cross coupling reactions of not only
monochlorinated substrates but also di and tri chlorinated substrates as well.

5 eqv of grignard reagent is required for the above scheme . 2 eqv is used for the
deprotonation of the ligand precursor and the rest 3 eqv is used for the
formation of a Fe (+2) biaryl compond i.e [ Fe Ar2 (NHC)2.
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Scientist Meyer and others used biscarbene chelated Fe complexes 64c, 65b-d,
66 a-b to the above transformations ,but the yields were comparetively lower .
So a idea was devoloped that biscarbene chelating ligands may not give
effective catalysis i.e higher yields compared to their mono-carbene
analouges.39a, 127
Scheme 58, 59 Kumada type coupling of primary alkyl fluorides41 :
For coupling reactions one of the most challenging substrates are alkyl fluorides.
In the year 2012 Scientist Deng and coworkers introduced a Fe –NHC catalyst
48a which not only gave good yields but also good selectivity. The unique
structure of the catalyst i.e two Fe centres bridged with two imido ligands was
the key to the success of the reactions. Inspite of this much appreciated result
the catalyst system was only applicable to primary alkyl fluorides. 41
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Further mechanistic study revealed a radical mediated pathway.41

Scheme 61, Alkyl Grignard coupling with FeF3 /NHC as the catalyst
system129 : Researchers Cook and Agarwal used FeF3 in combination with an
NHC precursor as the catalyst system in the coupling reaction of primary and
secondary alkyl grignard reagent with aryl sulfamates and tosylates. With the
help of this catalyst they achived higher yields , greater functional group
tolerance and high selectivity than previous catalyst systems.The only drawback
of this catalyst system is steric factor as with ortho substituted aryl compounds
give low yield in the coupling reactions. Isomerisation of secondary grignard
reagent is a common
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problem in alkyl cross coupling reactions. Depending on the Fe source
branched: linear product ratio was obtained. 129

Iron Source Branched :linear

Fecl3, Fe(acac)3, Fe(otf)3, Fe(BF4)2 0.2:1 to 0.9:1

FeF3 6.5:1

The higher ratio of branched product to linear product was due to very strong
coordination of the fluoride , which prevents open coordination sites for β
agostic interactions and hence slows the isomerisation of the Grignard reagent.

Scheme 62,63 Aryl-Aryl coupling C(Sp2)- C(Sp2) bond
formation130 : scientist Nakamura and coworkers first established Aryl-Aryl
coupling i.e C(Sp2)-C(Sp2) catalysed by Fe NHC complexes. Previously the
main problem scientists faced while dealing with aryl-aryl coupling was the
formation of homocoupling products. They overcame this problem by using the
iron fluoride salts or addition of KF+ Fecl3. EtMgBr was used to deprotonate
the ligand precursor i.e a saturated DIPP substituted imidazolium chloride.130
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Later different metal fluoride catalysts were established131. Iron fluoride
catalyst systems showed much promise in coupling of aryl chlorides , Cobalt for
hetero aromatic coupling, Nickel for aryl bromides and sterically hindered
substrates. 131
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3.1.2 Allyic Alkylation133,135,136,138 : Transition metals like Mo, W, Pd, Pt,
Ru, Ir, Fe can facilitate this type of catalysis. Initial trials for allylic alkylation
with these transition metal catalysts resulted in low selectivity, and high catalyst
loading. Scientist Plietker and other`s addressed this issue of regioselectivity by
using [NBu4] [Fe(Co)3 (No) ][(TBA) Fe] along with other ligands which
resulted in higher yields. A significantly improved synthetic method was
obtained by the use of NHC ligands in the later parts of 2000. In the scheme 67
an allyl carbonate was reacted with a Michael donor which gave two products A
and B.136
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Product A was formed due to ipso substitution and B is regioisomer. B was
formed via a σ-π-σ isomerisation mechanism which is a rare case in the field of
iron catalysed allylic alkylation reaction. Various parameters like reaction
condition , solvent, stoichiometry,which may influence the product formation
was investigated and were optimized. It was seen that with increasing steric
demand of NHC substituents the isomerisation was inhibited, which in turn
increase the non isomeric ipso substituted product A. It was also observed that if
we increase the reactivity of the nucleophile (Michael donor) formation of the
ipso substituted product was high as isomerisation is a comparatively slow
process. It was also observed that the σ- allyiron species can react via two
different routes Scheme-68
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A’ was formed by a direct substitution reaction. If the steric demand of the
coordinated ligands allows isomerisation to a π allyl complex the formation of
the regiomeric σ allyl complex yields B’. When we use a plannar aryl
substituent on the NHC ligand B is facilitated. But if the substituent is a tert
butyl group then the formation of A was favoured due to steric demand. Based
on this results Plietker and coworkers used various π allyliron complexes which
improved catalytic activity and the product formation was controlled by a π allyl
mechanism. After many trials with different catalytic system the catalyst load
can be reduced to as low as 1 mol %. Several allyl carbonates were substituted
with impressive yields with various nucleophiles. This same group later in 2012
achieved a regioselective allylic alkoxylation. Best results were obtained with
( TBA) Fe as the catalyst precursor along with diphenyl benzimidazolium
salt.136,138
3.2.1 C-B Bond Formation88,140: Scientist`s Tatsumi, Ohki and Hantaka in
the year 2010 reported selective Fe-NHC catalysed borylation of furan`s and
thiophenes. Methylated piano stool complex 190 was used in a reaction between
the employed heterocycle and pinacol borane giving moderate to high yields
( Scheme-73).

The mechanism for this reaction is depicted in the scheme 74 below. At first the
[Fe]-CH3 ( methylated iron complex) activates the 2 position of the heterocycle
and CH4 was released. This resulted in the furanyl group coordinating to the Fe
center and sequential borylation was followed. The borane stabilizes the Fe-
hydrido complex which is formed as an intermediate. The borohydrido complex
can also be isolated and charecterised. The TBE (tert butyl ethylene) then
breaks into the Fe-H bond to form a iron-alkyl intermediate which activates the
next heterocycle. The borohydride complex cannot activate the heterocycle as it
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decomposes on heating with an excess of the heterocycle.

3.2.2 C-S Bond Formation 145
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3.3 Reduction4e, 5a-e,146 : selective / specific reduction of double bond
bonds is a key step to achieve a synthetic statergy. Rh, Ru, Pd , Pt, Ir, metal
based hydrogeneation and hydrosillylation is now much in practice instead of
inorganic hydridic agents. The first Fe based active catalyst was prepared by the
group of Marko ( [FeH(Co)3]) in the year 1980. It was prepared from Fe(Co)5
with NEt3 as a solvent and base along with hydrogen pressure. Later Chirik and
coworkers synthesized Fe NNN pincer compounds which showed greater
catalytic efficiency i.e TOF than willkinson catalyst. ( Rh (PPh3)).

3.3.1 Hydrosylilation Reaction Of C=O Bonds (Scheme 84)92 : The first
example in this field was shown using a Fe NHC piano tool complex (215) by
Royo and coworkers . They examplified the hydrosillylation of several
activated Benzaldehydes. It was observed that Para- aryl substituted aldehydes
were much successful as substrates as they give higher yields but unfourtunately
alkyl substituted aldehydes or ketones were not converted.92
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First Fe-NHC catalysed reduction of ketones and aldehydes via
hydrosilylation (Scheme 85)82c : Darcel and coworkers used Fe-NHC piano
stool complexes 159a and 165a for the reduction of aldehydes and ketones.
They published a paper in 2011.

Reduction Of Ketones via hydrosillylation with an O-functionalised
ligand system ( scheme 89)151 :



19

Reduction Of Benzaldehyde Derrivatives Via Hydrosylilation
(scheme 92)26a: Royo and co-workers employed zero valent [ Fe(CO)4 NHC]
complexes 1a to 1d for the hydrosillyation of the benzaldehyde derivatives.
Benzaldehydes containg different functional groups including reducible ones
were also converted succesfully by this method.

Reduction Of Esters Via Hydrosylliation (scheme 94)152: Scientists
Darcel and coworkers applied a series of piano stool complexes of the type [ Fe
(cp) (CO)2 L] for the hydrosillylation of ester compounds. However they found
out later that two products were formed in this reaction alcohol and ether. It was
also observed that by varying the ligand system product ratio can also be varied.
The 159a Fe –NHC complex showed far less conversion rate ( 49%) than its
tricyclohexyl phosphine analogue (97%). The Fe-NHC complex showed a
higher selectivity towards ether whereas, the phosphine analogue preferentially
yilded the alchol as a major product. This method lacked selectivity of products.
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Selective Reduction Of Esters To Aldehydes Via Hydrosillylation
(scheme 95)26e:

The same group of scientists as stated above achieved selective reduction of
esters to aldehydes via hydrosillylation with the use of Fe(0) carbonyl NHC
complexes (1a, 1c, 2d). High product selectivities were only observed when
secondary silanes were used, but either no reduction or selective reduction to
alchol instead of aldehyde were observed when primary or tertiary silanes were
used. ( Irradiation of 350nm is also crucial for this method ). Alkyl, benzyl,
phenyl substituted esters were successfully reduced with a yiled of 65-95 %.
Only in case of electron deficient aromatic esters this method was not so
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successful. Several lactones converted to lactols or ring opened aldehydes
depending on the ring size. A possible mechanism is depicted for this method in
the scheme 96.

3.3.2 Hydrogenation61a :
Hydrogenation of olefins( scheme 104) : Low valent electron rich Fe(0)
NHC complexes 105 and 115a were used to hydrogenate unfunctionalised
alkenes producing moderate to excellent yields. This discipline was established
by Chirik and coworkersin the year 2012.3.4
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2012.3.4 Cyclisation reaction ( scheme 105 and 106)156 :
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Maintainence and formation of ring structures of organic molecules are very
important and has a wide application in pharmaceutical , chemical, cosmetic
and agricultural industry.

3.5 Polymerisation Reaction159,11a :
Atom Transfer Radical Polymerisation (scheme 109): Atom Transfer
Radical Polymerisation has become an important method of polymerization
since its inception in 1995. Tolerance of various functional groups and low
concentration of radicals are the salient features of ATRP. First Fe-NHC
catalysed ATRP was reported by Grubbs and coworkers in the year 2000. The
reaction ( scheme 109) follows a pseudo first order kinetics which establishes
the fact that the radical concentration remains costant throughout the reaction.
Among the catalyst 37a and 37b the bromo complex 37b was more active than
the choloro complex 37a and could be employed with a very low catalyst load



24

as low as 1%. Polydispersity of the reaction (MW/MN) was found to be 1:1. At
that time this rate of polymerization was highest for ATRP`S in organic solvents.

3.6 Dehydration Reaction (scheme 113)50: Cho , Lee and coworkers
used Fe –NHC complex 79 as a catalyst for the dehydration of fructose to 5-
(hydroxymethyl)-2 furfural (HMF) . They obtained an isolated yield of 73%.
The catalyst can be recycled 10 times without any or little loss of activity.
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4. Conclusion: The field of Fe-NHC catalysis has evolved to be quite a
promising research area in the past few decades. A various Fe-NHC complexes
with different oxidation states, geometries and substitution patterns have been
synthesized in recent times. The application of these various complexes has also
been successfully demonstrated in many of the above examples. These Fe-NHC
complexes may also have major role in indrustrial and pharmaceutical
applications as they are cheap and non toxic. Though at present Fe-NHC
catalysis is facing a lot of challenges , efforts must be made to understand
mechanistically on a molecular level which may in future lead to significant
breakthroughs in this field not only to replace classical rare/heavy metal based
catalysis but also to expand new horizons in this field.
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1.Introduction 
 
Lignin is an integral cell wall constituent in cell vascular plants. Lignin provides rigidity, water 

impermeability and resistance against microbial attack. Lignin is an aromatic polymer consisting 

of guaiacyl (G), syringyl- (S) ,and p- hydroxyphenyl –(H) Phenyl propanoid units, whose 

proportion differ with botanical origin of the lignin.  
The phenylpropanoid units are attached to each other by a series of C-O-C and C-C bonds such as 

beta-O-4 , beta-5 , alpha-O-4, beta-beta and 5-5. The polymer is branched and cross linking 

occurs.  
The lignin in the cell wall is intimately mixed with the polysaccharides, and there are indications 
of the occurrence of linkages between lignin and carbohydrates. Among the proposed chemical 

linkages, the benzyl ether and ester types, whose formation is associated with quinone methide re 

aromatization reactions during lignin bio synthesis, have been considered the most probable. 
 
  

 
2.Importance of delignification in the industry-  

 
Delignification causes disruption of lignin structure, resulting in biomass swelling, increase in 

internal surface area, and accessibility of enzymes to cellulose fires.  
Lignocellulosic biomass utilization as a source of clean energy and chemicals has attracted 

attention in recent years in the context of the fossil fuel energy drive. Lignocellulosic biomass 

consists of cellulose, hemi cellulose and lignin fractions, which quantatively and qualitatively 

vary according to the plant material. Unlike cellulose and hemi cellulose, lignin is a cross linked 
hydrophobic polymerization is insoluble in most solvents and fairly resistant to anaerobic 

degradation. Hence, a pretreatment of Lignocellulosic materials to dissolve the lignin structure 

(delignification) and cleave the chains seems to be necessary before enzymatic and chemical 

thermal process to avail important chemicals from biomass. Delignification of the lignocellulisuc 

biomass has been investigated in many studies, recently in the production of kraft pulps , lactic 

acid, bio ethanol. Recently molecular oxygen delignification in alkaline media had been widely 

reported as a potential technique for lignin degradation. 
  

 
 
 
3. Different methods of delignification  
 
There are several delignification process and oxygen delignification in general use, with the kraft 

process and oxygen delignification being the most common.  
The kraft process is a high temperature and pressure digestion system that breaks down the lignin 

in wood pulp chemically.  
Oxygen based lignin removal process utilize oxygen activation to remove the lignin and are often 

used as supplementary steps at the brown stock washing stage of the kraft process. 

 
 



 

 Kraft Process – 
 
The Kraft process has been the most common form of chemical pulping throughout the years . It 

involves the digestion of wood chips at elevated temperature (423-453K) and pressure in white 

liquor. The white liquor is a water solution of sodium hydroxide with sulfides. 

 This process is done for nearly 2 hours to separate the lignin from cellulose under high pH 

condition. The higher pH leads to ionization of the phenolic hydroxide groups of the lignin, 

which in result solubilizes the lignin content of lignocellulosic biomass. After separation of  

 

cellulose from lignocellulosic biomass, lignin is recovered from the final combined liquid, which 

is referred to as black liquor. Thus a concentrated and lignin rich solid is obtained although the 

lignin obtained from this process emits poisonous gas. 

 The lignin can also be recovered from the black liquor by lowering the pH of the solution with 
carbon di oxide. In this process the lignin is precipitated on the surface. The precipitated lignin 
can be recovered by simple filtration and washing. Although, the lignin obtained in process is 
free from Sulphur and sugar, this hypothesis is under examination for use. 
 
 

 Oxygen delignification- 
  
Oxygen delignification is nowadays one the most used process in pulp industry for ECF 

(Elemental Chlorine Free) and TCF (Total Chlorine Free) bleached pulp production.  
This process is done in elevated temperature, in the range of 800 – 1200 and in pressure from 6- 8 

bars to increase the rate. But above 1200 a degradation of polysaccharides can occur. Amount of 

NaOH and pH is very significant in oxygen delignification. The pH value should be higher than 

10 and better effectiveness it should be 12.  
At lowest energy state Oxygen molecule contains two unpaired electrons has an affinity to 

opposite spin of other electrons. Therefore it can act as Free radical. At higher temperature and 
strong alkaline condition it can act with organic compounds.  
At initiated state the phenolic group of lignin reacts with the alkali and forms a phenolate ion. 

The phenolate ion then reacts with oxygen, forming a resonance stabilized phenoxy radical and a 

superoxide anion. 

 

 The phenoxy radical undergo reaction with themselves or with oxygen species radical, such as 

hydroxyl (HO•) ,  hydroperoxy (HOO•) and superoxide (O 2•-) and produce different organic 

acids, carbon di oxide, and other lower mass organic compounds through side chain elimination , 

ring opening and de methoxylation reactions. 
  

The reaction can is shown as below- 

 



 

 

4.Merits and de merits of the methods 

 
Merits of Kraft methods-  
 
The Kraft process is the most popular method for producing wood pulp in the US due to 

advantages over soda and sulfite pulping, any wood species can be used. Additionally cooking 

times ate reduced and waste recovery is more efficient. Kraft process tends to be stronger than 

other types of pulps, but actual strength varies by species. When stained with Graff “C" stain, 

Kraft pulp can appear in a range of colors on the wood type and the amount of bleaching. Un 

bleached Kraft pulps will appear Yellow or blue/Grey. With increased bleaching, pulps will 

appear lighter and tend more towards red when treated with stain. The stained color of kraft pulp 

tends to be darker than sulfite pulp. 

 

Demerits of Kraft method- 
  
One of the major disadvantages of Kraft process is that the Kraft lignin is highly contaminated 

with carbohydrates coming from hemicellulose as well as some fatty acids. Also, substantial 

amount of Sulphur is usually covalently bound to Kraft lignin in the form of thiols.  
 
Merits of Oxygen delignification-  
 
a. Environment friendly, which helps to reduce the uses of chlorinated chemicals in next steps. 
The other environmental benefits are lower BOD , COD and fewer colours in effluent, as the 

effluent from the Oxygen bleaching is recycled back to the recovery boiler.  

 
 



 
 
b. The process is cost effective, as it significantly reduce the consumption of bleaching chemicals, 

such as Chlorine gas, Chlorine di oxide, Ozone, Hydrogen peroxide in the next stages. Overall 

Oxygen production is minimal.  
 
All the effluent containing spent chemicals and reaction products is recycled back in this process. 

Without this, all the effluent would go to waste water treatment plant due to presence of corrosive 

chlorinated compounds. So it reduces the chemical consumption cost.  

 

 

Demerits of Oxygen delignification-  
 
Oxygen bleaching process is less selective compared to other bleaching agents, as the process 

undergoes with the free radical reaction system. This can lead to significant degradation of 

polysaccharides . 
Another disadvantage is that it is weak reactive oxidant. So, it required alkaline conditions, high 

temperature and pressure to obtain a reasonable reaction state. Raising the alkali charge also 

creates negative effect. Moreover, primary high installation cost of Oxygen delignification is 

another drawback. 

 
 
 

5. Alternative methods to counter the de merits 
 
In counter to the demerits mentioned above, alternative methods can be used. Currently, 
delignification supported by polyoxometalates is catching the attention in the industry. 

Polyoxometalates , also called as POMs, favorably embraced the advantages of both chemical 

(active at elevated temperature) and biological (highly selective) lignin oxidizing agents.  

Also, these reagents are chlorine free and can be used under conditions wherein they oxidize 

lignin and chromophores in wood pulp fibres while leaving the cellulose undamaged. They can be 

 reactivated with oxygen under conditions that result in oxidation of the organic by products of 

the delignification process. Thus, they can be recycled in a closed system, that promises to 

provide the basis for a new class of closed milled technologies in which, the consumable oxidant 

is oxygen and primary by products are Carbon di Oxide and water.  
The POMs used as delignification agents are transition metal substituted cluster ions similar in 

structure to many mineral ores. They are entirely chlorine free and can be used under conditions 

that make them very selective in their action on pulp fibre constituents. When used in active 

states, they can oxidize lignin and related chromophores while leaving the polysaccharides 

undamaged. 

 

 

6. Polyoxometalates in bleaching 
 
Among a large no. Of variation, the keggin type Polyoxometalates have been recognized as the 

most suitable POMs for use in oxidative delignification. The advantages of keggin type 

Polyoxometalates include a range of redox potentials, solubility and molecular charges which can 

be adjusted during synthesis and relatively easy regeneration by Oxygen, Hydrogen peroxide or 

Ozone. 

 



 

 

 Keggin type hetero poly oxy anions are described by the general formula                          

X M’a M" 12-aOb 
m- where X n+ is a d or p-block hetero atom (Al 3+, Si 4+, P 5+) and M' and M" are d n 

and d 0 metal centers respectively. 

  

The concept of delignification with POMs as robust inorganic systems which provide controlled 

environments with transition metal ions, has been developed to mimic the action of fragile lignin 

peroxidases containing iron proto porphyrin IX, in selective oxidation of lignin. POMs are 

reduced while lignin is oxidized. POMs may be re oxidized by Oxygen, Hydrogen peroxide or 

Ozone.  

POMs with the redox potential in the range of +0.7 to +0.8 V vs NHE have been used for 

delignification. Delignification by POMs can be carried out in anaerobic condition and in aerobic 

condition. 
 

 

 Delignification by PMOs in Anaerobic condition- 
 

 
 
This is 2 step process. In the first step, performed under anaerobic conditions at elevated 

temperature (100-140°c), lignin is oxidized and dissolved in an aqueous solution of POMs, 

which are simultaneously reduced. After being treated with POMs, the pulp is separated from 

the spent POM liquor and washed. Polyoxometalates are readily washed from the pulp with 

high efficiency of 99.9%. The reduced POMs are regenerated, using oxygen, for the next 

bleaching process. Under the aggressive conditions of this step, POMs initiate and catalyse 

the wet air oxidation of dissolved lignin degradation compounds and other potentially present 

organic compounds, which are converted to CO2 and H2O. During the development of POM 

bleaching technique, a number of anions have been used, [PV 2 MO 10 O 40] 
5- . Further 

progress has been made by using [Si VW 11 O 40 ] which is stable at neutral pH levels. 

 

An important aspect of this POM delignification is that the protons released during lignin 

oxidation in the first step are consumed by Oxygen during the re oxidation of POMs and 

mineralization of lignin in second step.  

2POM ox + lignin H 2 converted to 2POM red + Lignin ox + 2H +  

4POM red + O 2 + 4H+ converted to   4POM ox + 2H 2  

The 2 step delignification process have a lot of advantages. These include an acceptable 

selectivity of POM delignification performed in a radical free condition which can be 

improved by conducting the process in less acidic conditions and an effective regeneration of 

POMs, which provides the basis of an effluent free technology.  

 



 

 

 

 

But also, to apply the two step POM based delignification on a commercial scale, an 

improvement of the process related to the efficiency of lignin oxidation with POMs is 

required. 

 

POMs such as [PMo10V2O40]
5- (PMo10V2), [PW11VO40]

4-    (PW11V), [SiW11VO40]
5-, 

[BW11VO40]
6-  and [SiW11Mn(H2O)O39]

5- (SiW11Mn) (all a isomers) have been  used for 

delignification processes of pine kraft pulp under anaerobic conditions.  All studied POMs 

were able to delignify the pulp the best results being obtained with SiW11V and SiW11Mn. 

Considerable cellulose degradation occurred with [PW11VO40]
4-, due to the lower pH used 

(on account of the stability of this POM at pH , 2) which promoted cellulose acid hydrolysis. 

The delignification effectiveness of different POMs is related to their redox potentials. POMs 

with lower redox potentials (PMo10V2 and BW11V) presented a lower degree of 

delignification whereas those of   SiW11V and SiW11Mn, with a higher redox potential, were 

the most effective for the delignification of pulps. Polyoxometalate re-oxidation was 

demonstrated for PMo10V2 at 1500C, since its reduced form was rapidly re-oxidised by 

oxygen, despite its low effectiveness for anaerobic delignification. 

 

In contrast, for the SiW11V and SiW11Mn anions the re-oxidation of the reduced anions by 

oxygen was slow, even at conditions of elevated temperature and oxygen pressure, limiting 

the useful application of this system. 

 

A second generation of POMs emerged as suitable for both delignification and wet oxidation, 

which are also stable above pH 7 so that hydrolysis of the cellulose can be significantly 

reduced. These include [SiW10V2O40]
6- (SiW10V2), [AlW11VO40]

6- (AlW11V), and 

‘SiW10.1Mo1.0V0.9O40’. 

 

 

 

 

Another important advance associated with this new generation of POMs was the 

development of a new synthetic procedure (using hydrothermal methods) that results in an 

equilibrium composition which is inherently stable and, therefore, can be recycled repeatedly 

in a closed system. 

 

The reactivity of phenolic and non-phenolic lignin structural units has been studied using 

monomeric and dimeric lignin model compounds (LMCs). A possible reaction pathway for 

a cleavage of the phenolic lignin model compounds has been proposed; this pathway would 

include two one-electron oxidation steps producing cyclohexadienyl cations from the initially 

formed phenoxy radicals. 

In contrast to phenolic LMCs, the etherified LMCs follow a different mechanism and 
the 
experiments on non-phenolic lignin subunits have revealed that the reaction may 
proceed via 
successive oxidation of the benzylic carbon atom. Model studies, however, do not 
reflect all the reactions that lignin might undergo as a macromolecule in the pulp 



matrix. Oxidation of pine milled wood lignin (MWL) with POMs has also been 
explored. 
 
 
 
 
 The MWL was  insoluble under the conditions studied, and oxidative reactions were 
found to be taking place primarily at the surface of the suspended lignin 
macromolecules, providing incomplete information on the lignin reactivity. To 
understand the changes which lignin undergoes  
 
 
 
during POM treatment of softwood and hardwood pulps, residual lignin has been 
isolated  
from pulps at different levels of POM delignification and analysed. In addition, the 
nature of lignin degradation compounds dissolved during POM delignification has 
been explored to help elucidate lignin cleavage reactions. Whereas the efforts to 
isolate higher-molecular weight lignin have been unsuccessful, low-molecular weight 
aromatic compounds have been identified in the POM spent liquor. This may be an 
indicator of the lignin reactions occurring on its surface; or, on the other hand, it 
could indicate the continuation of the degradation of higher-molecular weight lignin 
after dissolution, if the reactions took place in the bulk of the lignin. Among the lignin 
degradation products of POM treatment of different kraft pulps were acetosyringone 
and acetovanillone, as the products of the Cβ-Cγ bond cleavage; vanillin, vanillic 

acid, and syringaldehyde, which are the products of the Cα-Cβ bond cleavage; and 

2,6-dimethoxy benzoquinone, which confirms the C1-Cα bond cleavage in lignin. The 

presence of 3,4-dimethoxy carbonyl and carboxyl aromatic compounds, 
veratraldehyde, and veratric acid, respectively, reveals a potential methylation 
reaction taking place with methanol released during the lignin demethylation reaction 
in POM treatment of kraft pulps, since these structures are not naturally present in 
lignin. 
 
The results obtained using the different lignin-related substrates revealed that phenol 
oxidation reactions are the most significant reactions occurring during lignin oxidation 
with POMs. LMCs with free phenolic hydroxyl groups (PhOH) reacted both faster 
and at lower temperature (room temperature) than the etherified forms, which 

reacted only at temperatures ≥120 °C. Fast oxidation of phenolic units was confirmed 

in POM oxidation of kraft pulps when the content of PhOH groups rapidly decreased 
in the corresponding residual lignin with the progress of POM delignification. 
 
Since POM oxidation of phenols yields quinones, it is expected that the quinone 
content in pulps will increase with the progress of POM delignification. For example, 
ortho- and para-quinone structures resulted from POM treatment of different lignin 
model compounds paraquinone was detected in the solution of unbleached birch 
kraft pulp treated with POMs a reddish orange hue of the pulps, which is commonly 
noticed after treatment with POMs, was  
 



also attributed to the formation of quinones. In addition, ortho-quinone formation in 
lignin is consistent with a loss of methoxyl groups. Lignin demethylation has been 
observed in the POM treatment of pine MWL [28] and in the residual lignin of 
hardwood kraft pulps  
with the progress of POM delignification. Conversely, para-quinone products give 
evidence for the occurrence of the C1-Cα cleavage reactions. 

An abundance of quinone structures in residual lignin after POM treatment of pulp 
may be an important reason for a successful brightening of POM treated pulps with 
sodium hydroxide and hydrogen peroxide, as they are efficient quinone-removing 
agents. 
 
 
 
In addition to quinone formation confirmed in different model studies and studies on 
MWL and kraft pulps, an increase in other carbonyl groups, such as -CαHO and -Cα 

= O, has been observed in the remaining POM-treated MWL and residual lignin of 
kraft pulps [28,34]. This result corroborates a reaction mechanism based on the 
successive oxidations of the benzylic carbon atoms, as proposed in the studies on 
etherified LMCs. 
 
 
 
 
Even though in kraft pulping lignin is primarily degraded through the cleavage of its 

most abundant β-O-4 structure, some β-O-4 bonds are still present in residual lignin 

of kraft pulps. Because the bleaching result depends considerably on the agent’s 

ability to cleave this structure, the POM treatment of β-O-4 dimers was performed 

,whereby the researchers observed cleavage of the C1-Cα bond in phenolic guaiacyl- 

and syringyl- glycerol β-aryl ethers. This finding is consistent with the observed 

reduction in the content of the β-O-4 bonds resulting from the POM treatment of pine 

MWL. The 2D NMR HSQC analysis of residual lignin isolated from kraft pulps also 
indicated a weakening of the correlations assigned to this lignin bond. 

Moreover, the products of the β-O-4 bond cleavage, identified in the LMC studies, 

were also identified in the POM spent liquor of the treatment of kraft pulps. This 
finding corroborates the delignification mechanism, which includes C1-Cα bond 

cleavage. The lignin model studies, however, did not support the claim that the 
delignification mechanism includes Cα-Cβ bond cleavage (Cα-aldehyde and Cα-

carboxyl acid aromatic structures). Nevertheless, the cleavage of the β-O-4 bonds, 

the most abundant bonds in native lignin, and important bonds in residual lignin, 
which was revealed in the POM experiments on LMCs, MWL and kraft pulps, would 
contribute positively to the total delignification result in the POM treatment of kraft 
pulps. 
 

 
 
Delignification by PMOs in Aerobic condition-  



 
POMs have been studied as catalysts in oxygen delignification of unbleached pulps in 

aqueous or organic solvent- water media to increase the selectivity of delignification. For this 

purpose, the hetero poly anions HAA-n of the general formula [P Mo 12-n V n O 40] (3+n)- 

(n= 1-6) have been used. The most important properties of the HPA-n series of 

polyoxometalates are their re oxidation with oxygen, a property, which enables the two 

reactions to occur in the same step and their stability at pH 2.5-5 , a property which requires  

 

 

acidic process conditions. The redox potential of the HPA-n series of POMs decreases with 

increasing n and catalytic action in oxidative delignification is performed with HPA-5 in 

particular [P Mo 7 V 5 O 40]. Vanadium is responsible for the oxidation- reduction path of the  

 

 

HPA-n polyoxometalates; while oxidizing lignin, HPA-5 is reduced in the reaction V 5+to     

V 4+, reduced HPA-5 is re oxidized with oxygen in the reaction V 4+to V 5+. The VO2
+  

formed via dissociation of HPA-n is characterized by higher redox potential than the parent 

HPA-n.  

HPA-n converted to HPA-(n-1) + VO 2 + 

 

 

Due to higher redox potential, VO 2 
+ ions are less selective oxidizing agents leading to the 

oxidative degradation of polysaccharides. Moreover, the free VO 2
+ ions are not oxidized by  

 

 

 

O 2 in acidic solution which means that they cannot be recycled. Therefore it is desirable to 

suppress HPA-5 dissociation, which can be done by pH control by addition of polar organic 

solvents (ethanol) or by increasing the ionic strength of solution. Adding ethanol into the 

system in the amount of up to 40-50 % improves delignification selectivity due to partial 

reduction of the concentration of VO 2 
+ in the solution. The pH of the system also strongly 

influences the delignification and while degradation of polysaccharides increases with 

decreasing pH, the delignification efficiency decreases at pH higher than 2. 

 

Studies of the effect of HPA-5/O2 and HPA-5-MnII/O2 on lignin have been performed 
using 
hardwood (eucalyptus) and softwood (spruce) species, monomeric and dimeric lignin 
model 
compounds, and dioxane lignin adsorbed on pulp. The results of these studies 
indicated 
that the conversion of phenolic lignin units occurs 5–6 times faster than that of non-
phenolic lignin units and that the syringyl units are more readily oxidized than the 
guaiacyl analogues. A simplified reaction scheme has been suggested by Evtuguin 
and Pascoal Neto. They suggested that similarly to the mechanism of POM 
delignification in the anaerobic system, the reaction starts with one-electron oxidation 
of lignin phenolic units resulting in phenoxy radicals, which lose one more electron 
and form cyclohexadienyl cations. In contrast to anaerobic POM treatment 
delignification, participation of oxygen is suggested in lignin autooxidation during 
aerobic delignification catalysed by POMs/HPA-5. The role of the   VO2 + released 
from the HPA-5 is demonstrated in the suppression of these lignin autooxidation 



reactions, and even more in the oxidation of non-phenolic structures for which the 
VO2 + ions were suggested to be the active catalysts. The rate-determining step of 
the oxidative delignification of both phenolic and non-phenolic lignin units is the first 
one-electron oxidation step. Similar to the studies of anaerobic POM delignification, 
the studies of aerobic POM delignification indicated that the delignification includes 
cleavages of the Cα-Cβ and C1-Cα bonds, demethylation, and formation of quinone 

structures. The comparative analysis of lignin before and after HPA-5/O2 treatment of 
dioxane lignin adsorbed on pulp showed that the content of the β-O-4, β-β, and β-5 
bonds was reduced, which is the same result observed in the POM anaerobic 
delignification of MWL and kraft pulps. 
 

HPA-5/O2 system 
 

 The hetero polyanion [PMo7V5O40]
8- in solution (HPA-5 for short) has shown 

catalytic activity under O2 for the delignification of eucalyptus sawdust and for the 

delignification of kraft pulp, in water or ethanol–water medium under appropriate conditions. 

Delignification of kraft pulp at temperatures of 900 C and at an optimized pH of 1.8–2.0 and  

 

 

an oxygen pressure of 0.6 MPa originated pulps with significantly lower kappa numbers than 

those of the experiments performed with no POM after 2 h of reaction .However, owing to 

the low pH used, polysaccharide destruction also occurred. This was assumed 

to be mainly related to the hydrolysis reactions by acid catalysis, as similar intrinsic 

viscosities were obtained for the experiment carried out with no POM. Notwithstanding, 

the delignification process catalysed by the HPA-5/O2 system was more selective than the 

conventional oxygen delignification in alkaline medium, when the oxidative degradation was 

carried out to a kappa number of around 6–7. It was demonstrated that the HPA-5/O2 system 

could be used in multiple delignification cycles without losing its activity for the  

 

 

 

delignification of the pulp. These results showed that no catalyst deactivation occurred. The  

chemical oxygen demand index, after the second cycle, indicated that the oxidised organic 

materials accumulation and their dissolution in the multiple delignification liquors was 

roughly the same. This fact indicates that the HPA-5/O2 system yields the total oxidation of 

lignin to carbon dioxide and water. These results are extremely important for a possible 

application of HPA-5 as a catalyst for an oxygen delignification stage in a totally effluent-

free (TEF) bleaching plant. Since the delignification liquor may be continuously re-used it 

could be carried out in a closed system. In this way, POM delignification opens 

new perspectives for the implementation of the closed-mill concept and for the reduction of 

the environmental impact of the bleached kraft pulp mill. 

 

HPA-5-MnII/O2 system 

 

MnII-assisted HPA-5 as a catalyst. In spite of the good delignification extent obtained during 

oxygen delignification catalysed by HPA-5, the selectivity of residual lignin oxidation was 

restricted by two main factors: a. the low pH of the best delignification medium (ca. pH 2), 

which promotes acid catalysed hydrolysis of polysaccharides; and b. the undesirable 

and not easily controllable degradation of polysaccharides with VO2 + ions dissociated from 

parent structure of HPA-5. To overcome these drawbacks, new development was carried out 



on the preparation and structure of the catalyst. Manganese (II) ions in the form of manganese 

diacetate were added in the last stage of the synthesis of HPA-5 under acidic conditions with 

the purpose of preparing Mn-substituted HPA-5 structures (HPA-5-MnII for short) as 

suggested by electrochemical experiments. This experiment accounted for the partial 

dissociation of HPA-5 at pH 3, leading to the formation of the so-called lacunary derivatives 

of the parent Keggin polyoxoanions. Moreover, the synthesis of POMs, based on the 

reactions of lacunary Keggin structures and transition metal ions is well documented. 

Regarding the catalytic features of Mn-substituted polyoxometalates in oxygen 

delignification, the use of a lacunary structure of HPA-5 acting as a multidentate ligand to the 

manganese ions (HPA-5- Mn II) on the oxygen delignification catalysis was investigated. 

The delignification degree achieved with HPA-5/O2 or HPA- 5-MnII/O2 systems was 

considerably higher than that obtained by oxygen without a catalyst. Comparing the two 

reaction systems HPA-5/O2 and HPA-5-MnII/O2, the latter showed a slightly lower 

delignification efficiency but a remarkably improved selectivity, proving a positive influence 

of the presence of manganese in the substituted HPA-5. The VO2 + ions present in the acidic 

HPA-5 solution play a key role in the oxidative delignification because they were considered 

as the main active species in the catalytic oxidation of lignin. 

 

 

 At the same time, however, VO2 + ions oxidise the polysaccharides, thus decreasing the 

selectivity of the delignification.  

 

 

The introduction of Mn in the synthesis of HPA-5- Mn II could control, to some extent, the 

VO2 + ions released.  

 

The lower concentrations of VO2 
+ in the HPA-5-MnII solution could explain the slightly 

lower delignification efficiency but better selectivity. The molar ratio between HPA-5 and 

Mn2+ ions used in the synthesis of HPA-5-MnII also influenced the delignification results. 

The selectivity of the lignin oxidation was fairly constant when the ratio [HPA-5]/[Mn2+] 

was higher than 1.5. The catalyst HPA-5-1.5MnII ([HPA-5]/[Mn2+] = 1.5) was suggested as 

being the best for the catalytic needs.54 About 15–20% higher viscosity of the delignified  

 

 

 

pulp was achieved with HPA-5-1.5MnII when compared with HPA-5 catalysis at the same 

degree of delignification. Delignification parameters in the system HPA-5-1.5MnII/O2 were 

also optimized. The best delignification selectivity with HPA-5-1.5MnII was observed at a 

pH between 3 and 4. The temperature of 1000C seemed to be a good compromise for 

selective delignification. After 4 h of reaction at 100 0C, it was possible to reach up to 70% of 

residual lignin removal with a viscosity drop of only 26%. 

 

Oxygen delignification with polyoxometalates and 

Laccase 

 
As laccase may be an efficient catalyst of re-oxidation of different kinds of POMs, 
biocatalytic reoxidation of reduced POMs with laccase has been proposed as a 
method that will enhance re-oxidation efficiency in aerobic delignification. In a first 

approach, POMs were used as inorganic mediators to laccase-catalysed delignification of 

pulp at temperatures typically around 45–60 0C. This followed observation that some of the 



POMs that were hardly re-oxidised by oxygen, such as SiW11MnII and SiW11V
IV, could be re-

oxidised by the enzyme even at room temperature (T # 25 0C) and atmospheric pressure (ca. 

0.02 MPa). When using POMs as inorganic mediators for pulp delignification (laccase-

mediator system – LMS), the POM oxidises the residual lignin in the pulp and the reduced 

POM is re-oxidised by laccase at the same stage. Finally, the cycle is completed by re-

oxidation of the copper centres of the prosthetic group of laccase in the presence of oxygen. 

The application of the LMS to the delignification of kraft pulps has not produced high 

delignification. No more than 35% delignification was achieved, even after 48 h of reaction. 

The low delignification rate was suggested to be due to the scarce reactivity of the POM with 

the substrate under the applied conditions. In fact, the optimal conditions required for kraft 

pulp delignification with the POM are typically around 90–110 0C, in contrast to the applied 

temperatures lower than 60 0C. 

In a second approach, an alternative multi-stage process was developed in which the pulp is 

treated with a POM at high temperature (100–110 0C) in a first stage, followed by the POM 

re-oxidation with laccase at moderate temperatures (30–60 0C) in a separate stage. The 

application of this multi-stage process brought delignification around 50% when applied to 

SiW11MnIII and SiW11V
V. SiW11MnIII was found to be more selective, while SiW11V

V  

 

 

was more effective in the oxidative delignification. After the laccase stage (POM-L) the 

complete re-oxidation of polyoxometalates SiW11V (and SiW11Mn, respectively) was 

verified. Furthermore, no indications of degradation of the Keggin structure were found under 

the experimental conditions used. 

 

 

 

7. Conclusion-  
 
As a promising alternative to chlorine based bleaching, oxidative delignification with POMs has 

been suggested,. Both of the approaches, one based on the anaerobic process in which  
POMs are used as oxidative delignification agents and second based on aerobic process in which 

POMs are used as catalysts, have their advantages and disadvantages. The most effective and 

selective polyoxometalates found for the delignification process were SiW11V
V, SiW11MnIII, 

AlW11V
V, SiW10V2, ‘SiW10.1Mo1.0V0.9O40’ and the above-mentioned HPA-5-MnII. 

 

 

 

 

Work on both of the process is going on currently in the industry. A very satisfying result of 

up to 70% of delignification can be achieved and a saving of 56% of chlorine oxide  has also 

been achieved. In the future it is expected that , new direction of application of other  POMs 

can be achieved, and more selectivity can also be achieved. Alternatively, the 

development/optimization of new/known processes incorporating delignification and re-

oxidation of the POM in different stages should be considered. In the future, these processes  

 

should be optimized and costs evaluated and compared with those of industrial processes in 

order to evaluate the possibility of incorporating new POM-based delignification processes 

into industrial applications. 
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1. Introduction:  

Cereal and fungal products[1-5] have been used for centuries for medicinal and cosmetic purposes; 

however, the particular role of β-glucan was not traversed until the 20th century. β-Glucan, a 

polysaccharide in the form of dietary fibre was first discovered in lichens comprise a fungus living in a 

symbiotic relationship with an algae or cyanobacterium) [6] and shortly thereafter in barley. Dietary 

fiber has been extensively studied [7] in last few decades for their physiological health benefits. We get 

dietary fiber from the plant-based foods we eat. Fiber supports good health by helping human body 

reduce cholesterol and control blood sugar levels. Depending on its solubility dietary fibres are 

classified in two groups- soluble and insoluble dietary fiber. β-glucans are one form of water-soluble 

dietary fibre and also regarded as bioactive functional food ingredient due to its various health benefits 

like improving cholesterol levels, weight reduction, immune modulator and anti-carcinogenic effects. 

They comprise a group of β-D-glucose polysaccharides naturally occurring in the cell walls of cereals, 

bacteria, fungi, mushrooms (β-glucans are principally obtained in fruit body of various type of 

mushrooms) with significantly differing physicochemical properties depending on source[8].  

Typically, β-glucans (other than cellulose) form a linear backbone with 1–3 β-glycosidic bonds but vary 

with respect to molecular mass, solubility, branching structure, viscosity hence causing diverse 

physiological effects in animals, bacteria, yeast, algae and mushrooms. The evaluation of mushroom 

derivatives and their medical properties are important part of these studies. For dietary intake levels of 

at least 3 g per day, oat fiber β-glucan decreases blood levels of LDL cholesterol and reduce the risk of 

cardiovascular diseases (CVD). β-glucans are used as modifying and texturing substrate in various 

bioceutical and cosmetic products, and as soluble fiber supplements.  

  

2. Sources of β-glucan[10-15]:  

β-Glucan is not naturally found in human body. It is acquired through dietary supplements. There are a 

number of foods high in β-glucan including : 

● Cereals - barley fiber, millets, oats and whole grains.  

● Microorganisms – yeast (Cell wall of the baker’s yeast that is Saccharomyces cerevisiae), fungi, 

bacteria.  

● Reishi, maitake, and shiitake mushrooms.  

● Lichens (Cetrariaislandica).  
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● Seaweeds/algae [ Laminariasp. (brown algae) , Phytophthorasp.]  

A lesser amount of β-glucan is found in wheat, rye and sorghum. Among these sources, barley typically 

has the highest β-glucan content and oats the second highest.  

  

            

Various sources of β-Glucan  

  

  
  

3. Structure variation  and types of β-glucan:  

• Backbone :  

β-Glucans (excluding cellulose) are polymers of D-glucose having linear β-(1→3) linkage 

backbone. The most common β-glucans from various soucrces include a liniar β-(1→3) glycosidic 

bond (a glycosidic bond is a type of covalent bond that joins a carbohydrate molecule to another 

molecule) to form polymer. Some β-glucans, isolated from certain sources, can be branched having 

β-(1→3) linkage as backbone and β-(1→6) as branching linkage.  

                                               

                           Glucose molecule with carbon numbering notation and β orientation  
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• Side-chain :  

Some β-glucan molecules have branched glucose side-chains attached to their positions on the main 

D-glucose chain, which branch off the β-glucan backbone. Additionally, these side-chains can be 

attached to other types of molecules, like proteins as in Polysaccharide-K.  

Polysaccharide-K or PSK is protein bound polysaccharide consists of a β-glucan-(1→4) main chain 

with β-(1→3) and β-(1→6) side-chains.  

• Types :  

Each type of β-glucan comprises a different molecular backbone, degree of branching and 

molecular weight and solubility. Cereal-derived β-glucans are predominantly mixtures of β(1→3) 

and β-(1→4) glycosidic linkages without any β-(1→6) bonds. Βeta-glucans from yeasts (e.g., 

Saccharomyces cerevisiae) are mixtures of linear β-(1→3) backbones containing 30-residue 

straight chains. They are  connected to these are long branches attached via β-(1→6) linkages. Yeast  

β-glucans contains backbone containing β-(1→3) glycosidic linkage with elongated β- 

(1→6) branches. Bacterial β-glucans (e.g., Agribacteriumbiobaris) have main and unbranched 

β(1→3) D-glucan backbones, while seaweed β-glucans (such as those found in brown kelp, 

luminaria) are species-dependent. They may contain straight chain of β-(1→3) linkages or the  

straight chain backbone together with high levels of β-(1→6) glycosidic linkages.  

  

  

        Types of β-Glucan  

 Conformations :  

The branching alignment follow a particular ratio and branches can arise from branches (secondary 

branches). In aqueous solution, based on origin and processing method used in their extraction and 
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modification, β-glucans can exist in a range of conformations. The most widely observed 

conformations are random coils, helices (single, double, or triple), worm-like shapes, rod-like 

shapes, or aggregates. The molecular weight (MW) of β-glucan ranges from 102 to 106  

Da, depending on the source. For example, soluble β-glucans from two edible mushroom varieties 

maitake and shiitake were estimated to have MW of about 400 kDa. Cereal β-glucans are also 

soluble and may reach MW of between 1.1 and 1.6 MDa (for oats) and around 49 MDa for barley. 

The immune functions of β-glucans are apparently dependent on their conformational complexity.  

It has been suggested that higher degree of structural complexity is associated with more potent 

immunmodulatory and anti-cancer effects.[15-20]  

                           

              Various confirmations of -glucan  

  

4. Immunomodulation:  

The immune system is a complex network of cells and proteins that defends the body against infections. 

The immune system attacks germs and keeps a record of every microbe (germ) it has ever defeated in 

types of white blood cells (B and T-lymphocytes). They are known as memory cells, so it can quickly 

recognise and destroy the microbe before it starts multiplication after entering the body again. 

Immunomodulation is the modification of the immune system. It has natural as well as humaninduced 

forms. Improvement of the immune response is desirable to prevent various infection in e of 

immunodeficiency.[21]  

• T lymphocyte :T lymphocyte or T cell, a type of white blood cell(Leukocyte) is an essential part of 

the immune system. In mammals, T cells originate in the bone marrow(at the core of the bones) and 

mature in the thymus (pyramid-shaped lymphoid organ). In the thymus, T cells multiply and 

transform into :  

# regulatory - This T cells act to control immune reactions, hence their name  
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#  helper - This T cells play a  role in normal immune responses  

# cytotoxic T cells - This T cells recognize antigens on the surface of a cell infected with a virus, 

allowing the T cella to bind to and kill the infected cell  

#  memory T cell – This T cells are antigen specific T cells that remain long term after an infection 

has been eliminated. These cells have a memory for the antigen survive for a long time, respond 

quickly following a second exposure to the same antigen.  

These T cells are then sent to peripheral tissues or circulate in the blood or lymphatic system.  

   

• B Lymphocyte : B-Lymphocytes also known as B cells are a type of white blood cell of the 

lymphocyte subtype. They function in the antibody-mediated immunity component of the adaptive 

immune system. B cells produce antibody molecules (these are not secreted) which when inserted 

into the plasma membrane serve as a part of B cell receptors. In mammals, B cells mature in the 

bone marrow.  B cells bind to an antigen, receive help from a cognate helper T cell, and differentiate 

into a plasma cell that secretes large amount of antibodies. Different types of Lymphocyte are:  

#  Plasmablast–A short-lived antibody secreting cell arising from B cell differentiation. They are 

generated early in an infection having antibodies with very weak affinity towards antigen.  

#  Plasma cell – A long-lived antibody secreting cell arising from B cell differentiation. They are 

generated later in an infection having antibodies with higher affinity towards target antigen.  

#  Memory B cell – Their function is to circulate through the body and generate a stronger, more 

rapid antibody response if they detect the antigen.  

#  Regulatory B cell – These B cell type stops the expansion of pathogenic, pro-inflammatory 

lymphocytes through the secretion of various antibodies.  

• Acquired Immunity : Acquired immunity is immunity which is developed over lifetime. It can come 

from of:  

#  a vaccine  

#  exposure to an infection or disease  

When pathogens are introduced into a person’s body from a vaccine or a disease, this type of 

immunity develops. The two types of acquired immunity are adaptive and passive. Adaptive 
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immunity occurs in response to being infected with or vaccinated against a microorganism. Passive 

immunity occurs when a person receives antibodies to a disease or toxin.  

• Innate Immunity: Innate immunity is also known as natural immunity because it is present at birth 

and does not have to be learned through exposure to an foreign element. It provides an immediate 

response to the foreign elements. The innate immunity system includes:  

#  Physical Barriers such as skin, the gastrointestinal tract, the respiratory tract, the nasopharynx, 

cilia, eyelashes and other body hair.  

#  Defence Mechanism such as secretions, mucous, bile, gastric acid, saliva, tears and sweat. #  

General Immune Responses  

  

5. Pharmacodynamics & Pharmacokinetics of β-glucan:  

Most β-glucans are considered as non-digestible carbohydrates and are fermented to various degrees by 

the intestinal microbial flora [22–24]. Therefore, it has been speculated that their immunomodulatory 

properties may be partly attributed to a microbial dependent effect. However, β-glucans in fact can 

directly bind to specific receptors of immune cells, suggesting a microbial independent 

immunomodulatory effect [25]. The pharmacodynamics and pharmacokinetics of β-glucans have been 

studied in animal and human models.  

 Animal Studies  

Study using a suckling rat mode (rodent, easily available and managed in the laboratory) for 

evaluation of the absorption and tissues distribution of internally administered radioactive labelled 

β-glucan, it was found that the majority of β-glucan was detected in the stomach and duodenum 5 

minutes after the administration [26]. This amount rapidly decreased during first 30 minutes. A 

significant amount of β-glucan entered the proximal intestine (the first and middle part of the colon) 

shortly after ingestion. Its transit through the proximal intestine decreased with time with a 

simultaneous increase in the ileum. Despite low systemic blood levels (less than 0.5%), significant 

systemic immunomodulating effects in terms of humoral and cellular immune responses were 

demonstrated.  

The pharmacokinetics following intravenous administration of 3 different highly purified and 

previously characterized β-glucans were studied using carbohydrates covalently labelled with a 

fluorophore on the reducing terminus. The variations in molecular size, branching frequency and 

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR22
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR22
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR24
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR24
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR25
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR25
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR26
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR26
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solution conformation were shown to have an impact on the elimination half-life, volume of 

distribution and clearance [27].  

After ingestion the low systemic blood level of β-glucans does not reflect the pharmacodynamics of β-

glucans and does not exclude its in vivo effects. Cheung-VKN et al. labeled β-glucans with fluorescein 

to track their oral uptake and processing in vivo. The orally administered β-glucans were taken up by 

macrophages (specialised cells involved in the detection and destruction of bacteria) via the Dectin-1 

(a type II transmembrane protein which binds β-1,3 and β-1,6 glucans) receptor and was subsequently 

transported to the spleen, lymph nodes, and bone marrow. Within the bone marrow, the macrophages 

degraded the large β-1,3-glucans into smaller soluble β-1,3glucan fragments. These fragments were 

subsequently taken up via the complement receptor 3 (CR3) (a human cell surface receptor found on B 

and T lymphocytes, neutrophils and macrophages) of marginated granulocytes. These granulocytes with 

CR3-bound β-glucanfluorescein were shown to kill inactivated complement 3b (iC3b)-opsonised 

tumour cells after they  were recruited to a site of complement activation such as tumour cells coated 

with monoclonal antibody [28] . It was also shown that intravenous administered soluble β-glucans can 

be delivered directly to the CR3 on circulating granulocytes.  

  

 

 

The  uptake and subsequent actions of beta–glucan on immune cells

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR27
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR27
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR28
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR28
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β-glucans are captured by the macrophages via the Dectin-1 receptor with or without TLR-2/6. The 

large β-glucan molecules are then internalized and fragmented into smaller sized β-glucan fragments 

within the macrophages. They are carried to the marrow and endothelial reticular system and 

subsequently released. These small β-glucan fragments are eventually taken up by the circulating 

granulocytes, monocytes or macrophages via the complement receptor (CR)-3. The immune response 

will then be turned on, one of the actions is the phagocytosis of the monoclonal antibody tagged tumour 

cells.  

Furthermore, Rice PJ et al. showed that soluble β-glucans such as laminarin and scleroglucan can be 

directly bound and internalized by intestinal epithelial cells and gut associated lymphoid tissue  

(GALT) cells [28]. Unlike macrophage, the internalization of soluble β-glucan by intestinal epithelial 

cells is not Dectin-1 dependent. However, the Dectin-1 and TLR-2 are accountable for uptake of soluble 

β-glucan by GALT cells. Another significant finding of this study is that the absorbed βglucans can 

increase the resistance of mice to bacterial infection challenge.  

• Human Studies  

After ingestion how β-glucans mediate their effects in human remained to be defined. In a phase I study 

the assessment of safety and tolerability of a soluble form oral β-glucans is done [29]. Β Glucans of 

different doses (100 mg/day, 200 mg/day or 400 mg/day) were given respectively for 4 consecutive 

days. No drug-related adverse events were observed. Repeated measurements of βglucans in serum, 

however, revealed no systemic absorption of the agent following the oral administration. In spite of that, 

the immunoglobulin A concentration in saliva increased significantly for the 400 mg/day arm, 

suggesting a systemic immune effect has been elicited. One limitation of this study is the low sensitivity 

of serum β-glucans determination.  

In summary, based on mostly animal data, β-glucans enter the proximal small intestine rapidly and are 

captured by the macrophages after oral administration. The β-glucans are then internalized and 

fragmented into smaller sized β-glucans and are carried to the marrow and endothelial reticular system. 

The small β-glucans fragments are then released by the macrophages and taken up by the circulating 

granulocytes, monocytes and dendritic cells. The immune response will then be elicited. However, we 

should interpret this information with caution as most of the proposed mechanisms are based on in vitro 

and in vivo animal studies. Indeed, there is little to no evidence for these hypothesized mechanisms of 

action and pharmacokinetics occurred in human subjects at the moment.  
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• β-glucans as immunomodulating agent  

Current data suggests that β-glucans are potent immunomodulators with effects on both innate and 

adaptive immunity. The ability of the innate immune system to quickly recognize and respond to an 

invading pathogen is essential for controlling infection. Dectin-1, which is a type II transmembrane 

protein receptor that binds β-1,3 and β-1,6 glucans, can initiate and regulate the innate immune response 

[31–33]. It recognizes β-glucans found in the bacterial or fungal cell wall with the advantage that β-

glucans are absent in human cells. It then triggers effective immune responses including phagytosis and 

pro-inflammatory factors production, leading to the elimination of infectious agents. Dectin-1 is 

expressed on cells responsible for innate immune response and has been found in macrophages, 

neutrophils, and dendritic cells. The Dectin-1 cytoplasmic tail contains an immunoreceptor tyrosine 

based activation motif (ITAM) that signals through the tyrosine kinase in collaboration with Toll-like 

receptors 2 and 6 (TLR-2/6) [34, 37, 38]. The entire signalling pathway downstream to dectin-1 

activation has not yet been fully mapped out but several signalling molecules have been reported to be 

involved. They are NF-κB (through Syk-mediate pathway), signalling adaptor protein CARD9 and 

nuclear factor of activated T cells (NFAT). This will eventually lead to the release of cytokines including 

interleukin (IL)-12, IL-6, tumour necrosis factor (TNF)-α, and IL10. Some of these cytokines may play 

important role in the cancer therapy. On the other hand, the dendritic cell-specific ICAM-3-grabbing 

non-integrin homolog, SIGN-related 1 (SIGNR1) is another major mannose receptor on macrophages 

that cooperates with the Dectin-1 in non-opsonic recognition of β-glucans for phagocytosis [30]. 

Furthermore, it was found that blocking of TLR-4 can inhibit the production of IL-12 p40 and IL-10 

induced by purified Ganoderma glucans (PS-G), suggesting a vital role of TLR-4 signalling in glucan 

induced dendritic cells maturation. Such effect is also operated via the augmentation of the IκB kinase, 

NF-κB activity and MAPK phosphorylation [31]. One additional point to note is that those studies 

implied the interaction between β-glucans and TLR all used nonpurified β-glucans, therefore the actual 

involvement of pure β-glucans and TLR remains to be proven.  

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR31
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR31
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR33
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR33
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR34
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR34
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR38
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR38
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                  Immune activation induced by β-glucans.  

β-glucans can act on a variety of membrane receptors found on the immune cells. It may act singly or 

in combine with other ligands. Various signalling pathway are activated and their respective simplified 

downstream signalling molecules are shown. The reactors cells include monocytes, macrophages, 

dendritic cells, natural killer cells and neutrophils. Their corresponding surface receptors are listed. The 

immunomodulatory functions induced by β-glucans involve both innate and adaptive immune response. 

β-glucans also enhance opsonic and non-opsonic phagocytosis and trigger a cade of cytokines release, 

such as tumour necrosis factor(TNF)-α and various types of interleukins (ILs).  

In summary, β-glucans act on a diversity of immune related receptors in particularly Dectin-1 and  

CR3, and can trigger a wide spectrum of immune responses. The targeted immune cells of β-glucans 

include macrophages, neutrophils, monocytes, NK cells and dendritic cells. The immunomodulatory 

functions induced by β-glucans involve both innate and adaptive immune response. β-glucans also 
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enhance opsonic and non-opsonic phagocytosis. Whether β-glucans polarize the T cells subset towards 

a particular direction remains to be explored.  

  

6. Tumour and cancer: an introduction:  

In a healthy body, cells grow, divide and replace each other in the body. As new cells form, the older 

ones die. Tumours develop when cells reproduce very quickly.  

A tumour is a mass or lump of tissue that may resemble swelling. The National Cancer Institute define 

a tumour as ‘’an abnormal mass of tissue that results when cells divide more than they should or do not 

die when they should’’.  

Tumours can vary in size from a tiny nodule to a large mass, hey can appear almost anywhere on the 

body. There are three types of tumour [37]-  

# Benign – They are not cancerous. They either   cannot spread or grow, or they do so very slowly and 

after removal they do not generally return.  

# Premalignant – This tumour cells are not cancerous but they have the potential to become malignant 

or cancerous.  

# Malignant – Malignant tumours are cancerous. The cells can grow and spread to other parts of the 

body.  

Cancer cells are formed when normal cells lose the normal regulatory mechanisms that control growth 

and multiplication. They become ‘rogue cells’ and often lose the specialized characteristics that 

distinguish one type of cell from another (for example a liver cell from a blood cell). This is called a 

loss of differentiation. Malignant tumour cells grow uncontrollably and due to the heavy growth and 

spreading of these cells the disease can become life threatening. Malignant tumours can grow quickly 

and spread over new areas of the body often by way of the lymph system or bloodstream in a process 

called metastasis. A major problem in treating cancer is the fact that it is not a single disease. There are 

more than 200 different cancers resulting from different cellular defects, and so a treatment that is 

effective in controlling one type of cancer may be ineffective on another.  

Different types of malignant tumour originate in different type of cell [36] such as Carcinoma, Sarcoma, 

Germ cell tumour, Blastoma.  
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7. Anticancer activity [38]:  

Anticancer drug, also called antineoplastic drug, any drug that is effective in the treatment of malignant 

or cancerous disease. There are several major classes of anticancer drugs; these include alkylating 

agents, antimetabolites, natural products and hormones. The term chemotherapy frequently is equated 

with the use of anticancer drugs, though it refers more accurately to the use of chemical compounds to 

treat disease generally. From recent studies it has been proved that natural products may exert significant 

cytotoxic and immunomodulatory effects. Plant derived chemotherapeutic agents such as taxol, 

etoposide or vincristine, currently used in cancer therapy are prominent examples in this e. However, 

there is a need for new and natural anticancer compounds with low or without toxicity to normal cells. 

One of the active compounds responsible for the immune effects is beta-glucan derived from cereals, 

fungi, seaweeds, yeasts and bacteria.  

  

8. Anticancer activity of β-glucan[39]: 

In the literature, there are no clinical trials that directly assessed the anti-cancer effects of purified β-

glucans in cancer patients. Most studies were assessing the toxicity profile or underlying immune 

changes of the cancer patients without addressing on the change of cancer status. In addition, most of 

the related studies used either crude herbal extracts or a fraction of the extracts instead of purified β-

glucans. Therefore, it is difficult to identify whether the actual effects were related to β-glucans or other 

confounding chemicals found in the mixture.  

In a prospective clinical trial of short term immune effects of oral β-glucan in patients with advanced 

breast cancer, 23 female patients with advanced breast cancer were compared with 16 healthy females 

control. Oral β-1,3;1,6-glucan was taken daily. Blood samples were recollected on the day 0 and 15. It 

was found that despite a relatively low initial white cell count, oral β-glucan can stimulate proliferation 

and activation of peripheral blood monocytes in patients with advanced breast cancer.  

Whether that can be translated into clinical benefit remains unanswered.  

• Clinical trials on anti-cancer effects of natural products with β-glucan:  

Many edible fungi particularly in the mushroom species yield immunogenic substances with potential 

anticancer activity [40]. β-glucans are one of the common active components . In limited clinical trials 

on human cancers, most were well tolerated. Among them, lentinan derived from Lentinusedodes is a 

form of β-glucans [41]. Since it has poor enteric absorption, intrapleural, intra-peritoneal [42] or 

intravenous routes had been adopted in clinical trials which showed some clinical benefit when used as 
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an adjuvant to chemotherapy [43]. Schizophyllan (SPG) or sizofiran is another β-glucan derived from 

Schizophyllan commune. Its triple helical complex β-glucans structure prevents it from adequate oral 

absorption so an intratumoral route or injection to regional lymph nodes had been adopted [44]. In a 

randomized trial, SPG combined with conventional chemotherapy improved the long term survival rate 

of patients with ovarian cancer [45]. But whether the prolonged survival can subsequently led to a better 

cure rate remain unanswered.  

• Medicinal mushroom with β-glucans as active components  

Maitake D-Fraction extracted from Grifolafrondosa (Maitake mushroom) was found to decrease the 

size of the lung, liver and breast tumours in >60% of patients when it was combined with chemotherapy 

in a 2 arms control study comparing with chemotherapy alone [46]. The effects were less obvious with 

leukemia, stomach and brain cancer patients [47]. But the validity of the clinical study was subsequently 

questioned by another independent observer [48]. Two proteoglycans from Coriolusversicolor (Yun 

Zhi) – PSK (Polysaccharide-K) and PSP (Polysaccharopeptide) – are among the most extensively 

studied β-glucan containing herbs with clinical trials information. However, both PSK and PSP are 

protein-bound polysaccharides, so their actions are not necessary directly equivalent to pure β-glucans 

[49]. In a series of trials from Japan and China, PSK and PSP were well tolerated without significant 

side effects [50,51-53]. They also prolonged the survival of some patients with carcinoma and non-

lymphoid leukemia.  

Ganoderma polysaccharides are β-glucans derived from Ganodermalucidum (Lingzhi, Reishi). While 

β-glucan is the major component of the Ganoderma mycelium, it is only a minor component in the 

Ganoderma spore [54]. The main active ingredient in the Ganoderma spore extract is triterpenoid which 

is cytotoxic in nature. In an open-label study on patients with advanced lung cancer, thirty-six patients 

were treated with 5.4 g/day Ganoderma polysaccharides for 12 weeks with inconclusive variable and 

results on the cytokines profiles [55]. Another study on 47 patients with advanced colorectal cancer 

using the same dosage and period again demonstrated similar variable immune response patterns  [56]. 

These results highlight the inconsistency of clinical outcomes in using immune enhancing herbal 

extracts clinically, which may partly be due to the impurity of the products used.  

    

9. Conclusion:  

β-Glucans have been investigated for their ability to protect against infection and cancer and more 

recently for their therapeutic potential when combined with cancer therapy. β-Glucans are natural 

polysaccharides present in fungi, algae, bacteria, and plants, which differ in structure, size, branching 

frequency, and conformation. These polysaccharides (excluding cellulose) commonly consist of a main 

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR74
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR74
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chain of β-(1,3) and/or β-(1,6)-glucopyranosyl units in non-repeating non-random order, with side 

chains of varying lengths. The intrinsic differences of the β-glucans derived from different sources will 

elicit variable immunomodulatory and anti-cancer responses. In this review we have summarized the 

immunomodulatory and anti-cancer effect of β-glucans as well as the current limitations of β-glucan 

research.   

β-Glucans have a potent immunomodulating activity; their action is mediated through receptors present 

on immune cells. Their immune modulating effects are attributed to the ability to bind to pattern 

recognition receptors.  

So far, there are very few clinical trial data on using purified β-glucans for cancer patients. Most of the 

available evidence comes from preclinical data and human studies are just now beginning to appear in 

the literature, therefore firm conclusions on its clinical importance cannot yet be made. Perhaps the most 

promising evidence to date in human trials has come from recent studies on a benefit of β-glucan on 

quality of life and survival when given in combination with cancer treatment.  

Studies on β-glucan are complicated by the fact that many studies on β-glucan related herbs often used 

crude extracts rather than purified compounds, therefore, the confounding effects of other chemicals 

cannot be totally ruled out. Careful selection of appropriate β-glucan products with good pre-test quality 

control is essential if we want to understand and compare the results on how β-glucans act on our 

immune system and exerting anti-cancer effects. A possibly well-defined β-glucan standard is urgently 

needed in this field for controlled experiments.   

There is urgent need for future studies that compare purified forms of β-glucans from different sources 

to further the understanding of the mechanisms of action and aid in the development of clinical studies 

for its anti-cancer and immunomodulatory effects.  
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❖ Introduction: 

Nitric oxide is among the simplest of molecules and for many years its structure and reaction 

chemistry have been the subject of study by chemists. The recent two decades have revealed a 

new and unexpected role for NO as a key physiological regulator despite the apparent wealth 

of knowledge. This new type of role for NO has reinvigorated research in the fundamental 

chemistry of this simple molecule and led many researchers to revisit the characteristic 

chemistry of metal-NO compounds to decipher the biological role of NO. 

Because of remarkable flexibility of NO the interaction between metal centers and nitric oxide 

(nitrogen monoxide) has long been of interest to chemists as either a net electron donor or 

electron acceptor in metal-NO binding interactions.1 Early concerns with the biology of NO 

was largely focused on the known toxicities of NO and other reactive nitrogen oxide species 

as constituents of air pollution including cigarette smoke.2 However, this topic’s appeal 

expanded significantly upon the discoveries in the late 1980’s that endogenously formed NO 

play a key role in mammalian biology and this activity could be attributed to the formation of 

nitrosyl complexes of metallo-proteins. These roles include functions in vascular regulation, 

neurotransmission, and immuno-cytotoxicity.3,4 Furthermore, numerous disease have been 

shown to be characterized by the over- or underproduction of nitric oxide.5  This type of 

observations have stimulated extensively research activity in the chemistry, biology, and 

pharmacology of NO. In the solution-phase reaction of NO, “this has led to new interest in this 

type”; it may provide new insights regarding the physiological roles of this “simple” molecule 

to understand the fundamental chemistry. 

Nitric oxide (·NO); was discovered by the British chemist Joseph Priestley contemporaneous 

with his discovery of oxygen in 1776. It was long thought of as a poisonous, pungent-smelling 

gas: also an unpleasant and dangerous product of the oxidation of ammonia and of incomplete 

combustion of gasoline in motor vehicle exhausts, this simple molecule is now treated as 

generally injurious to health.6 It is a colourless gas with solubility in water 2-3 mM.  With 

various atoms and radicals it may proceed many chemical reactions; it reacts readily with O2 

to form nitrogen dioxide (NO2). The reaction of NO with superoxide anion (O2
•-) generates 

peroxynitrite (ONOO-). It is an oxidative species which is responsible for certain types of NO-
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mediated toxicity in vivo. To form methaemoglobin and nitrate it can react with 

oxyhemoglobin. In contrast, the reaction of NO with O2 (autoxidation) formed N2O3 , as well 

as the NO/O2
-  which  is a mild oxidant and prefers to nitrosate nucleophiles such as amines 

and thiols7-9 In the case of the autoxidation in hydrophobic environments, NO2 is first generated 

but as NO levels increase there is rapid formation of N2O3 [Eqs. (1) and (2)], ultimately forming 

nitrite in water [Eqs. (3)] 

2NO + O2 → 2NO2   (1) 

NO2 + NO → N2O3    (2) 

H2O + N2O3 → 2NO2
- + 2H+  (3) 

Between NO and NO2 an equilibrium is formed and the proportion of oxidation vs. nitrosation 

is determined by the amount of substrate present. 

Conventional understanding of Nitric Oxide (NO); its signalling properties is biology that it 

simply diffuses random manner from its site of production by NO synthases to its site of action 

or inactivation. However, on biological systems the discovery of mammalian ·NO production 

and its protean effects profoundly changed this view. The enormous importance of this shift in 

view is reflected by the award of the Nobel Prize in Physiology or Medicine in 1998 to 

Furchgott, Ignarro, and Murad, which is shared for their seminal roles in the discovery 

“Concerning NO as a signaling molecule in the cardiovascular system.” After the discovery 

they were endogenously produced it, and its role in pathophysiology was re-evaluated. We now 

know that these “toxic” species not only are endogenously generated but are an essential part 

of the immune response and many physiological signal transduction pathways.10-13 Toxicity is 

lead by their chemical activity, this same reactive species, whose biological properties can be 

very much beneficial and it also explain their  apparently dichotomous actions. 

 From its electronic structure, it is shown that, nitric oxide is in a free radical form but also it 

works as a powerful oxidising and reducing agent. In drinking water as a final oxidation product 

nitrate is present, is also a known risk especially to the health of the foetus and the very young. 

The unpaired electron makes NO highly reactive and displays an ultra-short half-life (less than 

1 second).14 

As a simple diatomic free radical, NO is generally considered to represent the biologically 

important form of the endothelium-derived relaxing factor (EDRF).15 Cellular NO is almost 

exclusively generated via five-electron oxidation of L-arginine, which is catalyzed by nitric 
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oxide synthases (NOS). NO directly activates soluble guanylate cyclase (sGC) to transform 

guanosine triphosphate (GTP) into cyclic guanosine monophosphate (cGMP) and it fully 

followed by kinase-mediated signal transduction in physiological condition. 

From the chemical biology of nitric oxide, it gives us a framework to understand how this 

simple diatomic molecule could have a lot of biological properties, which is simply based on 

its concentration in terms of chemical toxicology. In vascular and stromal cells i.e., from 

endothelial (eNOS) and neuronal (nNOS) NO synthase regulate normal physiological 

processes are mainly occurred in low concentration of NO and the high levels such as those 

expected in activated macrophages (via inducible, iNOS) are thought to serve a 

cytotoxic/cytostatic function.16-18 However at these higher concentrations cell death is not 

always happened.  

In recent years to elucidate the fundamental coordination chemistry of the metal ions and their 

interactions with NOx species many bioinorganic researchers, including biophysicists, 

biochemists, and synthetic inorganic chemists, have joined. This information adds insight into 

aspects of the active site structure or reaction mechanism for each of these metalloenzymes.  

By virtue of these discoveries, it seems to us that interest in NO, is not going to abate any time 

soon. Thus the purpose of this review is to highlight recent studies relating nitric oxide 

production in vivo in health and disease related to clinical nutrition and metabolism and insight 

in the mechanisms that regulate NO production under many conditions and the potential 

options for nutrition-based therapy through the study of the biomimicking nitric oxide 

complexes of different metal ions. 

 

  



8 
 

❖ Discussion: 

It was a sensation that NO, which is a simple, common air pollutant, it formed when nitrogen 

burns, for instance in automobile exhaust fumes, could exert important functions in the 

organism. It is so surprising that NO is totally different from any other known signal molecule 

and also very much unstable that within 10 seconds it is easily converted to nitrate and nitrite. 

NO was discovered to be one of the most important physiological regulators, playing a key role 

in signalling and cytotoxicity, possibly now a days one of the biggest surprises in biological 

chemistry and obviously one of the most significant in co-ordination chemistry in the decade.  

• Nitric Oxide: The molecule 

Nitric oxide is a stable free radical. From the molecular orbital diagram of NO (Figure 1) it is 

clear that an unpaired electron in this molecule resides in a π* molecular orbital. The singly 

electron occupied the π* orbital, but polarized toward nitrogen in a manner opposing the 

polarization of the lower energy πb orbitals. The result is that it is a relatively nonpolar diatomic 

molecule. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Molecular Orbital Energy Level Diagram of NO. 

This electronic configuration explains the high reactivity of the NO molecule, in particular 

the ease of oxidation to the nitrosonium ion (NO+), the probability of reduction to the 
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nitroxide ion (NO-), the facile attack by oxygen leading to the formation of NO2, and 

reaction with halogens (X2) affording XNO (Figure 2).  

 

 

 

 

 

 

Figure 2: (a) Valence bond and other representations of NO 

 (b) Structure of nitrosyl halide and related species having a “bent” X-N-O bond. 

 

NO is isoelectronic with O2
+ and NO+ is isoelectronic with CO and CN-, while NO- is 

isoelectronic with O2. Thus, a formal analogy is often drawn between the linear bonding modes 

of these ligands.  

NO+ is isoelectronic with CO; therefore, in its bonding to metals, linear NO is considered as 

NO+, a 2-electron donor where N and O are sp hybridized. 

It is considered that NO- is the best co-ordination mode of NO, and also it has bent geometry, 

suggesting sp2 hybridization at the nitrogen. Therefore, it is considered that bent NO is 2-

electron donor NO-. Resonance forms of M―N―O binding is shown in Figure 3. 

 

 

 

 

 

 

Figure 3. Valence bond representation of metal-nitrosyl bonding (a) involving NO+ and (b) 

involving NO- 
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Although linear coordination usually gives rise to N – O stretching vibrations at higher energy 

than the bent mode, there is enough overlap in the ranges of these bands so distinguish between 

them IR spectra alone may not be sufficient.  

From the molecular orbital approach, the bonding of NO to metal is thought of as having two 

components. The first one is a donation of electron density from NO to the metal, involving a 

σ orbital on the N atom (σ2 in MO scheme, Figure 1) and the second one is back donation from 

metal dπ orbitals to the π* orbitals of NO. The dπ-π* interaction is shown in Figure 4. 

 

 

 

Figure 4. Molecular orbitals involved in dπ-π* bonding between metal and NO 

This type of bonding description is very similar to that between CO and metal, however as NO 

is more electronegative than CO, so it is a better electron acceptor than CO. From the valance 

bond picture (Figure 3) it is clear that within the M―N―O group, the metal-nitrogen bond is 

usually strong, whereas the N―O bond is relatively weak. 

The ionization potential of NO is 9.26 eV and the electron affinity is 0.024 eV.19 Nitrosonium 

ion (NO+) is isolated as a series of stable salts and is a useful synthetic and oxidizing agent. In 

biological media NO+ has an extremely short independent life, so metal-complexes may 

function as a transport agent. Later it is reported that, the independent chemistry of reduced 

nitric oxide (NO-) is currently minimal, although in binding with transition metals the anion 

formally plays a significant role. In a solution nitric oxide is redox active, this is a most 

important property which has a major influence on the chemistry of its transition metal 

complexes. The reversible process for NO ⇌ NO+ + e- ; the value of redox potential is strongly 

solvent dependent and in water it is also pH dependent.20, 21 In strongly basic conditions, NO 

is reducing, i.e. NO2
- + H2O + e-→ NO + 2OH-, E ° = -0.46 V vs. NHE. For reduction of NO+ 

to NO; the standard potential value has been estimated to be ca. +1.2V vs. NHE. The reduction 

of NO to triplet and singlet NO- has been estimated as lying between +0.39 and -0.35 V vs. 

NHE.  

The bond length of free NO is lying between that of a double and a triple bond (Table 1). 

Convention regarding this bond length is equivalent to a bond order of 2.5, consistent with the 

MO diagram shown in Figure 1. Oxidation of NO to NO+ causes contraction of bond length 
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and bond order is equivalent to 3; again reduction of NO to NO- causes an increase in bond 

length because of the further population of the π* orbital.22,23  

Component Bond Length (Ǻ) Stretching Frequency (cm-1) Bond Order 

NO+ 1.06 2377 3 

NO 1.154 1875 2.5 

NO- 1.26 1470 2 

Table 1: Comparison of different parameters of NO, NO+ and NO-. 

The change in the bond length for this simple diatomic molecule is also reflected in the IR 

stretching frequency value. �̅�𝑁𝑂 decreasing with increasing charge.24 The nitrosyl halides, 

alkanes, and arenes are “bent” molecules, the N = O distance varying from 1.13 to 1.22 Å, and 

the X―N = O bond angle falling in the range from 101° to 134°, both are dependent on the 

substituent.25 These bond lengths are strongly dependent on the electronegativity of the 

substituents and these substituent effects also influence �̅�𝑁𝑂, which occurs between 1621 and 

1363 cm-1, broadly equivalent to bond order 2, as shown in Figure 2(b).  

❖ Bonding of NO to Transition metals: 

(a) Terminal metal nitrosyl complexes:    

In normal conditions, the bonding of NO with transition metals is M―N―O i.e. attachment of 

the N atom to the metal. Many other types of bonding are there in different conditions. In 

biomimetic systems, generally metals can bind one or two NO groups, and the M―N―O bond 

angles may be actually linear or bent. NO also bridged two or three metal centers, although this 

is not so encountered in the biomimetic systems.  

 (b) Bridging Nitrosyl complexes: 

 Like CO, NO also can bridge two, three, or even four metal atoms, but the dinuclear 

arrangement M―N(O)―M which is most likely to be encountered in systems of relevance to 

biology, although it is currently rare. The only structurally characterized biomimetic example 

is the di-copper complex is [2,6-bis{bis(2-pyridylethyl)aminomethyl}phenolate]26 (Figure 5) 
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Figure 5: Biomimetic example of dicopper complex of the type M―N(O)―M. 

(c) Isonitrosyl and Other Types of Metal−NO Bonding : 

Here two metastable states are formed corresponding to an isonitrosyl, M―O―N and a κ2-M 

(NO) species respectively and it is studied carefully in low temperature X-ray crystallographic 

method.27 Among the complexes clearly exhibiting this behaviour are [Fe(NO)CN)5]
2- and 

[Ru(NO)(NH3)5]
2+, both of which are known to act as “NO donors” under physiological 

conditions and has been used as a vasodilator in the treatment of high blood pressure. Surely, 

indications of unconventional NO bonding in porphyrin complexes have been observed. DFT 

calculations of model species [M(NO)(porph)] {porph = porphyrinate(2-)} containing 

{M(NO)}n, here n = 6-8 and M = Fe, Ru, Co, Mn, Rh, indicated that both isonitrosyl and 

sideways bound M(NO) systems could exists. 

❖ Bio Relevance of NO: 

The principal targets for NO under bioregulatory conditions are metal centres, primarily iron 

proteins.28 The best characterized example is the Ferro-heme enzyme soluble guanylyl cyclase 

(sGC).29 In the protein backbone formation of a nitrosyl complex with Fe(II) leads to 

labialization of a trans axial (proximal) histidine ligand, and as a result change in the protein 

conformation which is believed to activate the enzyme for the catalytic formation of the 

secondary messenger cyclic-guanylyl monophosphate (cGMP) from guanylyl triphosphate 

(GTP). The reason for lowering the blood pressure is enzymatic formation of cGMP leads to 

relaxation of smooth muscle tissue of blood vessels. Other reports describe the roles of NO as 

an inhibitor for metalloenzymes such as cytochrome P450,30a cytochrome oxidase,30b nitrile 

hydratase,31 and catalase,32 as a substrate for mammalian peroxidases, 33 and as a contributor 

to the vasodilator properties of a salivary Fe-heme protein of blood-sucking insects.34 Heme 

centres are also involved in the in vivo generation of NO by oxidation of arginine catalyzed by 
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nitric oxide synthase (NOS) enzymes.35 For bioregulatory purposes, NO concentrations 

generated are low, and [NO] values less than 1 M has been reported to be generated in 

endothelium cells for blood pressure control.36 Thus, reactions with targets such as sGC must 

be very fast to compete effectively with other physical and chemical processes that deplete free 

NO. However, the NO concentrations produced during the immune response to pathogen 

invasion are much higher, and under these conditions, reactive nitrogen species such as 

peroxynitrite anion (OONO-) and N2O3 may have physiological importance. 

❖ Nitrite as a storage form of NO: 

NO is produced not only through a classical NOS dependent pathway but also through the 

alternative NOS-independent nitrite reduction (Figure 6).  

                                             

Fig 6: NOS-dependent and NOS-independent pathways of NO production. 

In concentrations of about 150-1000nM in the plasma, it represents the largest vascular storage 

pool of NO; here nitrite anion is present.  A high concentration of nitrite was used in the 

treatment of cyanide poisoning in order to oxidize hemoglobin to methemoglobin, which will 

bind cyanide. But Gladwin and colleagues denied this belief, since they discovered that nitrite 

is reduced to NO in vivo and causes a reduction of blood pressure and an increase in blood 

flow, at doses (as low as 0.9µM) that do not produce clinically significant methemoglobinemia. 

Nitrite enters the red blood cells and reacts with deoxy-Hb to form NO and methemoglobin. 

Nitrite is converted to NO to an extent that depends on the degree of deoxygenation, NO 

escapes from the red blood cells producing vasodilation, and blood flow increases to an extent 

that matches oxygen requirements. 
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The reduction of NO2
- to NO represents an important step in cytoprotection and appears to 

involve mitochondrial respiration and functional resilience to I/R (ischemia-reperfusion). 

Several experimental evidences demonstrated that nitrite-dependent cytoprotection involves 

the reduction of nitrite to NO37 and the formation of NO-modified proteins.38 

Impressively, now it is accepted that the nitrite reduction to NO enhances under hypoxic 

conditions but occurs also under normoxia. Then it is valued that nitrite mediated NO formation 

through different methods i.e. electron paramagnetic resonance and chemiluminescence, and 

from this it is tested that nitrite-dependent NO generation is involved in both physiological and 

pathological responses.39 

❖ NO-NO2- System in Cardiovascular Homeostasis: 

The generation of up to 70% of plasma nitrite originates from NOS-derived NO, mainly in the 

endothelium by endothelial NOS. In fact, nitrite has been reported as an index of NOS activity. 

These enzymes synthesize NO from the amino acid L-arginine and molecular oxygen to 

accomplish vasodilation, blood pressure regulation and platelet aggregation inhibition.40  

NO itself represents a significant molecule within the cardio-vascular system, preventing 

various types of cardiovascular disease such as hypertension, atherosclerosis and stroke. 

Moreover, it also acts as a messenger molecule in the local control of vascular homeostasis 

regulating vessel tone and inhibiting smooth muscle cell proliferation and blood cell 

adhesion.41 

NO regulates blood perfusion by inducing vessel dilation and by enhancing the formation of 

collateral vessels. For this reason, it is considered that NO has been a candidate for the 

revascularization and protection of ischemic tissues. However, despite its beneficial actions, at 

high concentrations NO could have many toxic effects. In contrast, under ischemic conditions 

nitrite is reduced to NO, while in well-oxygenated tissues it is oxidized to evidently harmless 

nitrate. 

❖ Nitric oxide and gene therapy: 

Given the importance of NO in cellular signalling, and in particular its effects on the 

cardiovascular system, increasing NO production was deemed an important area for drug 

development. In the promotion of NO production, gene therapy is an alternative to traditional 

medication. A reduction in intimal hyperplasia (IH) in rodent models of vascular injury was 

achieved by delivering NO to the injury site including supplementing dietary L-arginine and 

using NO donor compounds. Furthermore, several groups using either liposomal or adenoviral 
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gene delivery methods have successfully transferred eNOS into sites of vascular injury 

resulting in a reduction in intima-media ratio shown in (Table 2).42 

 

NOS isoform                 Vector           Animal model 

eNOS (bovine) Fusigenic liposomes (HVJ§)   

Adenovirus 

Rat and rabbit carotid artery 

eNOS (human) Adenovirus   

Adenovirus (SMC#) 

Pig and rat carotid artery 

iNOS (human) Adenovirus   

Cationic liposome 

Pig coronary artery 

Rat aorta allograft model,  

porcine femoral artery stent model 

 

§
HVJ: haemagglutinating virus Japan, #

SMC: smooth muscle cell. 

                                Table 2: NOS gene transfer: vectors and models 

 iNOS gene transfer in various models of vascular injury in rats and pigs abolished myointimal 

thickening, inhibition of IH, and protection against graft IH by 37% and this has been shown 

by many groups. For the prevention of IH, these studies also suggest the great potential utility 

of NOS gene therapy. Thus, in view of the non-viral character of this gene therapy method, the 

results of this study may be a very important outcome for the transition of NOS-based gene 

therapy to clinical practice. 

❖ Biomimetic Complex:  

In metal nitrosyl chemistry, the role of biochemistry; is to throw light on molecular and/or 

electronic structural issues, and to make it easier for understanding of the reactivity of the 

coordinated NO group. For categorizing the complexes it is appropriate to do by generic types: 

heme analogues and related macrocyclic species, non-heme iron complexes, other iron 

complexes, and complexes of other metals.43 

(a) Heme Analogues and Related Macrocyclic Complexes: 

For NO synthases an enzyme produces NO in the body and a soluble guanylyl cyclase. For NO 

enzymatic receptor is present, they both contain heme, here iron nitrosyl porphyrinato 
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complexes have received substantial attention. The iron heme nitrosyl containing {Fe (NO)} 
7

 

appears, to be more prevalent than their oxidized {Fe (NO)} 6
 counterparts.  

 

• Iron complexes: 

In a biological system NO has numerous possible targets; it reacts with many transition metals, 

i.e. molecules containing Fe-heme moiety. Fe-nitrosyl porphyries may be five or six-coordinate 

and here the sixth ligand is the well-characterized examples of the latter being either a N-

heterocycle, water, alkyl/aryl, or NO2
-. In the diamagnetic {Fe(NO)}6 group of complexes here  

metal-NO bond angles lie between 169° and 180º, it is actually linear, and the bond distance of 

Fe-N(O) are in the range between 1.63-1.67 Å, which is in general independent of co-ordination 

number.44 The nature of the trans axial ligand in the six co-ordinate species has relatively little 

effect on the Fe-N(O) bond length. From the electronic structure of this group of complexes, it 

is shown that be they are five- or six-coordinate, the nature of the ligand which is trans to NO 

are very much sensitive, on the Fe-N-O bond angle the distorted porphyrinato ligand do not 

seem to have a significant effect.45  

Compared with other small, diatomic molecules (e.g., O2, CO) the co-ordination chemistry of 

NO is unique in nature, in that case it can react with both ferric FeIII and ferrous FeII heme 

proteins (that contain an open coordination site). Sometimes reaction with FeIII-hemes, results 

in a reduction form of FeII-hemes, with the sequential generation of nitrite. The relatively stable 

FeII-NO complex is formed, and these formed by coordination of NO with Fe II-heme. In 

{Fe(NO)}7 group, here the Fe-N-O bond angles are 140º-150° and the Fe-N(O) bond distances  

lie between 1.72-1.74 Å, hence the NO stretching frequencies range from 1625 to 1690 cm-1, 

it is dependent on the coordination number and nature of the trans axial ligand in the six-

coordinated species. These species are paramagnetic (S=1/2) in nature , and the Mössbauer  

spectral isomer shifts vary from 0.22 to 0.35 mm/s.46 The five-coordinate Fe complexes are 

electrochemically active, these exist mainly within a five-membered electron-transfer chain: 

[Fe(NO)(porph)]2-  ←→ [Fe(NO)(porph)]- ←→ [Fe(NO)(porph)]0 ←→ 

[Fe(NO)(porph)]+  ←→ [Fe(NO)(porph)]2+ 

The anionic species formally contains both {Fe(NO)}8 and {Fe(NO)}9
 ; although there is a  

possibility that the porphyrin ring may be reduced rather than the metal nitrosyl core. 

Particularly in the presence of alternative donor ligands, some of these anionic species are 
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unstable and readily dissociating NO. Nevertheless, the chemically generated 

[Fe(NO)(porph)]- may be reoxidized to its neutral precursor form. The monocations 

presumably contain {Fe(NO)}6 which are stable, although the porphyrin rings in these and 

related dications could be oxidized rather than the metal. 47  

 

 (b) Non-Heme Model Complexes: 

The mononuclear high-spin FeII state of nonheme iron proteins; is not generally 

spectroscopically accessible. However, most effectively NO can be used as a probe of such FeII 

centers, and it can usually convert the EPR-silent S=2 state into an EPR-active S=3/2 state. In 

bio-catalysis for serve as an enzyme-NO adduct, unstable O2 intermediate is used, thereby it 

makes easier the identification of exogenous ligands such as substrate and solvent molecules 

in the metal coordination environment.  

Various physical methods have been used i.e. single-crystal X-ray crystallography, magnetic 

susceptibility measurements, IR, resonance Raman, EPR, Mossbauer, X-ray absorption 

spectroscopy, and magnetic circular dichroism and other calculations to probe the molecular 

and electronic complexities of the enzymatic species and appropriate model complexes. Mainly 

model complexes are contained five- and six-coordinate {Fe(NO)}7 core and these are 

stabilized by a range of donor atoms incorporated in multidentate or macrocyclic ligands. 

While {Fe(NO)}6 species are not common among presently characterized enzyme -NO 

adducts, they are occasionally prepared by oxidation of {Fe(NO)}7 species. 

(c) Other iron complexes: 

The few species containing {Fe(NO)}6 are diamagnetic, with νNO > 1850 cm-1, it is known 

from various studies of heme and related complexes. The NO stretching frequencies in the 

{Fe(NO)}7 species are partly a function of donor atom set and also of charge, falling in the 

range 1620-1810 cm-1. 

It is suggested that, oxidation of {Fe(NO)}7 to {Fe(NO)}6, results in a major reduction in 

population of the NO π* orbitals. The Fe-N(O) bond distance in most {Fe(NO)}7 complexes 

in this group are in the range 1.68-1.76 Å. The specific coordination number of the species was 

not established, but the dimensions are consistent with a {Fe(NO)}7 configuration, the EPR 

spectrum indicating that S=3/2 is a ground state. Both {Fe(NO)}7 and {Fe(NO)}6 are six 

coordinated complex. 
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 Tetragonal pyramidal five coordinated {Fe(NO)}7 complexes, towards the NO group the Fe 

atoms are displaced from the basal donor atom planes. The Fe-N(O) bond lengths are similar 

to those of their six-coordinate analogues, averaging 1.72 Å. The Fe-N-O bond angle is always 

significantly bent (122-150°), with one exception, [Fe(NO)(tmc)]2+ [ tmc= tetramethylcyclam] 

(178°), which has a distorted geometry; midway between tetragonal pyramidal and trigonal 

bipyramidal. There are very few examples of {Fe(NO)}7 complexes which have trigonal-

bipyramidal coordination and an S=3/2 ground state, and this geometry has not yet been 

identified in non-heme iron proteins. The anionic species [Fe(NO)(R3-tcbma)]-; [ R= ipr, 

cyclopentyl (cyp), 3,5-dimethylphenyl (dmp)], were designed to have this structure and a 

quartet ground state, but the Fe-N-O bond angles vary according to the substituent, R, viz., 

178° (R= ipr), 173° (R=cyp), and 160° (R=dmp), respectively. These are all trigonal 

bipyramidal non-heme protein. 

 

(d) Example of Metal-nitrosyl Complexes of other metals: 

• Ruthenium-nitrosyl complexes:  

Like the Fe atom analogue, a number of ruthenium complexes, have the ability to scavenge and 

release NO, being therefore of considerable interest in environmental remediation and in 

biomedical applications. Between ruthenium complexes and Fe analogue; ruthenium 

complexes are more kinetically stable, and the relevant oxidation states are RuII and RuIII, are 

low spin, in contrast to the variable spin behaviour of FeII and FeIII. 

Table 3: Ruthenium nitrosyl complexes and their stretching frequencies. 48 

Compound Reduction form of 

compound 

Stretching frequency of compound 

(cm-1) 

[Ru(NO)(hedta)] {Ru(NO)}6                1846 

[Ru(NO)(hedta)]- {Ru(NO)}7                1858 

[Ru(NO)(hedta)]2- {Ru(NO)}8                1383 

 

From extensive electrochemical and 15N NMR spectral examination, it has been concluded that 

the monoanion is best described as RuII (S=0) coupled to NO (S=1/2) and the dianion also as 

RuII (S=0) but coupled to singlet NO- (S=0). In [Ru(NO)(hedta)]2- complex are consistent  a 

bent Ru-N-O bond and it is obtained from 15N NMR spectral data. This complex is very rare 



19 
 

in coordination complexes of σ-bonding ligands but has been identified in complexes 

containing π-acceptor ligands. 

However, RuII is a strong π donor, and dπ-π*(NO) back-donation will be more efficient in the 

neutral species than in the monoanion, which contains an unpaired electron in the π*(NO) 

orbital. 

• Cobalt-nitrosyl complexes: 

Schiff base neutral Co-nitrosyl complexes expected to contain bent Co-N-O bonds; have the 

configuration {Co (NO)}8. This has been confirmed by several crystallographic studies, and by 

judicious use of 14/15N NMR spectroscopy in solution and in the solid state.49 These diamagnetic 

complexes, like their porphyrinato analogues, it has also very much interest because of the 

relative ease with which the Co-NO bond may be photolyzed. The electronic description cannot 

be effectively probed of these complexes, but the alternatives are CoIII (S=0) bonded to NO- 

(S=0) or CoII (S=1/2) antiferromagnetically coupled with NO• (S=1/2). The former is preferred 

since 59Co NMR chemical shifts of the nitrosyls are quite similar to those of CoIII complexed; 

by “innocent” σ-bonding ligands. 

• Copper-nitrosyl complexes: 

In denitrification copper enzyme plays a vital role, but as a terminal electron acceptors uses 

NO3
- and NO2

-, ultimately producing NO, N2O, and/or N2. In biological nitrogen oxide 

reduction proposed a Cu-NO species as a key intermediate, and NO adducts of other copper 

proteins have been proposed. A single copper nitrosyl species in nitrite reductase obtained from 

Achromo-bacter cycloclastes has been proposed as an intermediate involved in conversion of 

NO2
- to NO or, in some instances, to N2O. The site binding NO2

- or NO is believed to be 

pseudo-tetrahedral, and the nitrosyl adduct, which has the configuration {Cu (NO)}10, is 

described as CuI bound by NO+.50 
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❖ Conclusion: 

Nitric oxide is a common free radical produced in living cells through the enzymatic 

degradation of L-arginine. It displays a number of regulatory functions: it is involved in the 

processes of neural conduction, regulation of cardiac function and immune defence, it triggers 

the pathways leading to the controlled cell death – apoptosis. One of the most important and 

earliest discovered functions of NO was to stimulate vasodilation. At the same time, being a 

free radical, NO is deleterious to the components of living cells. 

NO in the unbound form has a very short lifetime in the cell but can be stabilized by the 

formation of complexes, i.e. metal–porphyrin nitrosyl, dinitrosyl–iron complexes and S-

nitrosothiols, which are considered to be its biological transporters. Nitric oxide has a very high 

affinity for iron contained in the active sites of proteins 

The various possibilities of biological responses to NO make it a fascinating molecule for 

study. A complex relationship is present between the fundamental chemistry of NO and the 

influences of the cellular microenvironment. Due to the extraordinary significance of nitric 

oxide in biological systems as a signalling molecule, immune defence (antimicrobial) agent 

and metabolite/intermediate in the global nitrogen cycle, the coordination chemistry of hemes 

with NO and its derivatives remains a primary research target. Much progress has been made 

in the understanding of the geometric and electronic structures of ferrous and ferric heme–

nitrosyls as a function of the properties of the heme, the trans ligand to NO, and the 

environment of the heme in a protein active site. Thus it can be expected that key breakthroughs 

in the mechanistic understanding of NO and (multielectron) nitrite reductase, NO–nitrite 

interconversions in mammals, and of multielectron oxidases that involve ammonia and 

hydroxylamine will be achieved in the coming years.  

There is also considerable biological interest in NO reactions with ligands coordinated to a 

redox-active metal. For example, the facile second-order trapping of NO by Mb(O2) or Hb(O2) 

is very fast and is mechanistically very distinct from the third order autoxidation of NO. The 

result is the oxidation of Fe(II) to Fe(III) concomitant with NO oxidation to NO3-. In contrast, 

the facile reaction of MIV=O species (M = Fe or Cr) with NO to give MIII – (ONO) leads to 

reduction of the metal along with oxidation of NO. The reaction with Hb(O2) is an important 

sink for NO in the cardiovascular system, while trapping of ferryl intermediates (or other strong 

oxidants) by NO may play a role in reducing oxidative stress. Oxidative stress may also be 

reduced by NO coordination with metal centres catalytic for Fenton chemistry (the generation 

of strongly oxidizing intermediates from H2O2). On the other hand, the ambiguous nature of 
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possible NO function in oxidative stress is illustrated by its inhibition of catalase; therefore, 

the protective function of this enzyme in removing endogenous H2O2. Once formed, the 

nitrosyl complex can serve to activate the coordinated NO toward either nucleophilic or 

electrophilic attack depending on the nature of the metal and its oxidation state and the ligand 

field. 

Key biological roles not only involve the formation and decay of nitrosyl complexes but also 

how NO coordination affects the reactivities of the metal and other ligands and how the metal 

mediates the chemistry of the coordinated NO. Understanding the dynamics, thermodynamics, 

and mechanisms of the relevant fundamental processes provides insight into how the chemical 

biology of NO and other relevant nitrogen oxides function. 

Obviously, understanding bacterial denitrification is relevant to the complex role of NO in 

human health. It can also be so in the design of iron and copper coordination complex-based 

systems with the ability to limit or reduce NOx emission in the environment. Hence, the careful 

design and synthesis of NOx selective iron or copper complexes might be extremely useful in 

the production of pollution-reducing components that might be employed at the source of NOx 

emissions (e.g., in an automobile muffler).  
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1. INTRODUCTION 

The second wave of COVID-19 saw a huge shortage of medical oxygen in different 
parts of India. While meeting the current demand, manufacturing medical oxygen 
also became important to ensure the country has adequate in the future. Apart 
from medical use, it is also used by various chemical industries for various 
processes such as: refiner industries, steel construction, paper industries, 
wastewater treatment and glass production and other industrial operations. The 
high rise in oxygen demand made industrial consumption of oxygen practically 
zero as the entire capacity has been converted for medical usage. Still there is a 
huge shortage of oxygen with the rise of COVID cases daily. 

Thus there is a growing need to address the health and quality of life through a 
light-weight and portable oxygen concentrator with a medical grade oxygen 
supply (O2 concentration: ~88–92 vol %).Now this problem can be solved by using 
air as the source and separating oxygen from it in the pure form. Generally, the 
common adsorption process of air separation consists of procedures which make 
use of zeolites as nitrogen adsorbent under the equilibrium conditions and 
oxygen is a process product. 

Zeolites (from the Greek “zein” and “lithos”, meaning “stones that boil”) are 

microporous aluminosilicate materials of alkali or earth alkaline elements with 

crystalline frameworks structure of three-dimensional tetrahedral units of 

SiO4 and AlO4 which are connected by their common oxygen atoms, generating 

a network of pores and cavities having molecular dimensions with uniform 

pore sizes ranging from 0.3−1.0 nm, which are occupied by water and cations. 

[1,2 ]. The uniqueness of zeolites originate from the fact that their surfaces are 

formed with negatively charged oxides and also the presence of isolated cations 

above their surface structure.
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Zeolites are obtained from nature and can also be prepared synthetically. The 

formation of natural zeolites occurs when the volcanic rocks and the ash layers 

react with alkaline groundwater. Generally synthesized zeolites have some 

advantages over their natural counterparts i.e., [3, 4] 

• The synthetic zeolites can be designed to have structures that do not occur 

in nature, structures that optimize their intended purpose.  

• They can be produced in a phase-pure, uniform state without the presence 

of impurities.  

• In synthetic zeolite the content of aluminium and silicone can be adjusted. 

• Synthetic zeolites have better ion exchange capabilities than the natural 

zeolites. 

Zeolites as molecular sieves are used in various air separation processes such as 
cryogenic technique, membrane separation and pressure swing adsorption (PSA) 
that can effectively produce enriched oxygen using ambient air as the source.PSA 
technique has an advantage over others because of its lower consumption of 
energy. This technique can absorb nitrogen from air and output an enriched 
oxygen stream under high-pressure conditions [42]. The most commonly used 
zeolite for the air separation for oxygen production is Zeolite 13X  adsorbent as it 
has an outstanding nitrogen to oxygen adsorption selectivity. The selectivity for 
zeolite  to adsorb nitrogen compared to oxygen is due to the interaction between 
electrostatic field of the cationic zeolite and the quadrupole moment of the 
nitrogen and oxygen. The quadrupole moment of nitrogen is three times higher 
than that of oxygen, which leads to a selective adsorption onto the zeolite surface 
[6]. 
 Zeolite 13X ( Molecular formula= Na86[(AlO2)86 (SiO2)106]• H2O) is a Faujasite-

type zeolite having three dimensional pore structures linked by circular 12-ring 

apertures, which leads to a larger cavity diameter of 12 Å, restricted by 10 

sodalite cages in a hexagonal structure. The effective pore diameter in this type of 

zeolite is relatively large at 7.4 Å.[7]. Sodium cations in zeolite 13X balances the 

negative charge of the zeolite framework and also creates an electrostatic field in 

the zeolite structural environment. Some of the relevant properties of 13X are 

listed in Table 1 [8-11]. 
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The growing need for oxygen economy invokes much interest in molecular sieves 

and its cost effective synthesis. Usually, synthesis of zeolites takes place from 

freshly prepared sodium aluminosilicate gel, obtained  from various silica and 

alumina sources by hydrothermal treatment. However, it is very expensive to 

prepare synthetic zeolites from chemical sources of silica and alumina. Therefore, 

in order to obtain low-cost and effective synthetic zeolite, many researchers have 

studied the synthesis of zeolite from kaolinite [12], waste porcelain [13], illite 

[14], bentonite [15] and montmorillonite [16], coal fly ash [17], kaolinite [18], oil 

shale ash [19], bagasse fly ash [20], paper sludge [21], high silicon fly ash [22], 

waste sandstone cake [23,24], halloysite [25] and lithium slag[26]. 

 

In this paper we will study the synthesis of zeolite 13X from (i) coal fly ash 

(ii)natural halloysite and (iii) natural kaolin with alkali fusion followed by 

hydrothermal treatment. And to confirm the successful zeolite production we 

compare the  properties, and characterized utilizing various techniques, such as X-

ray diffraction (XRD), the Brunauer−Emmett−Teller (BET) method, scanning 

electron microscopy (SEM), X-ray fluorescence (XRF), thermo gravimetric analysis 

(TGA), differential thermal analysis (DTA), X-ray diffraction (XRD), and differential 

thermal gravimetry (DTG). 

COAL FLY ASH 

Coal fly ash (CFA) is a solid waste product obtained from the combustion of 

pulverized coal in electric power generating plants. Large number of thermal 

power plants generates huge quantities of fly ash causing serious environmental 

problem mainly due to its structure and toxic elements. There are many processes 

to recycle and reuse the CFA to reduce the environmental pollution and one of it 

is synthesis of zeolites from it. The major component of CFA is silicone dioxide 
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(SiO2), Aluminium oxide (Al₂O₃) and calcium oxide (CaO). Thus the synthesis of 

aluminosilicates porous material from CFA is possible. And is done by alkali fusion 

followed by hydrothermal synthesis.[27] 

 

NATURAL HALLOYSITE 

Halloysite having empirical formula - Al2Si2O5 (OH)4, is a double-layered alumino-

silicate clay mineral, consisting of one alumina octahedron sheet and one silica 

tetrahedron sheet in a 1:1 stoichiometric ratio. It has a high specific surface area 

and hollow structure, and also from its composition it acts as a promising material 

with high reactivity to synthesize zeolite of high purity. Synthetic zeolite products 

produced from halloysite are generally found to be non-toxic, odorless, 

environment-friendly, acid and alkali resistant, thermally stable and do not 

generate secondary pollution.[25] 

NATURAL KAOLIN 

Natural kaolin is a clay material mainly consists of kaolinite, illite and trace of 
quartz. Kaolinite is a clay mineral, with the chemical composition [Al2Si2O5 (OH) 4]. 
It is a two-layered aluminosilicate clay mineral, consisting of one alumina 
octahedron sheet and one silica tetrahedron sheet in a 1:1 stoichiometric ratio. 
And Illite (K1–2 Al [Si7–6.5Al1–1.5O20](OH)4) is a phyllosilicate or layered alumino-
silicate with high Si content. Expanding from these empirical findings, it can be 
further deduced that it will be possible to directly synthesize zeolite X from 
natural kaolin via alkali fusion followed by hydrothermal treatment.[28] 
 

1. EXPERIMENTAL 

The zeolite synthesis process is done using alkali fusion followed by hydrothermal 
process shown in scheme 1. The hydrothermal processes have some advantages  
which includes, high reactivity of reactants, low energy consumption, low air 
pollution, easy to control the solution, formational of metastable phases, and 
unique condensed phase. 
 

 

https://en.wikipedia.org/wiki/Clay_mineral


P a g e  | 8 

 

 
 

 

Scheme 1 
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2.1 SYNTHESIS FROM COAL FLY ASH (CFA). 

2.1.1 Materials 

The CFA is collected at the top of burners using cyclones, electric precipitators or 
mechanic filters. X- ray diffraction analysis shows that it is mainly composed of 
amorphous SiO2 and Al2O3 with some crystals such as quartz( SiO2), mullite 
(2SiO2.3Al2O3), hematite (Fe2O3) and magnetite(Fe3O4). The chemical composition 
of coal fly ash is shown in table 2; 
  

 
 
2.1.2 Synthesis process 
 
         The CFA was pre-treated by magnetic separation using a high intensity 
magnetic separator which results in the reduction of about 65% of iron 
components and increases of nearly 34% and 3.5% silicone and aluminium 
compounds respectively.[34] The total amount of SiO2 and Al2O3 can be reach to 
approximately  89.96%.  In the experiment the fly ash was mixed and grounded 
with sodium hydroxide (NaOH) to obtain a homogeneous mixture. Then the 
mixture was heated with a weight ratio of 1 : 1 ( CFA, NaOH ) at 850oC for 2hours 
in a muffle furnace. The obtained mixture was treated with deionized water by 
magnetic stirring. Then it was followed by an ageing process with vigorous 
agitation for 12 hours at room temperature in the Teflon reactor with proper 
sealing. At last, the mixture was crystallized at static condition at 100oC for 14 
hours. At end of the process solid products were filtered-off, and the solid phase 
was washed thoroughly using deionized water for several times until the drained 
water’s pH reached below 10.5. after that it was  dried at 100oC for 12 hours  and 
saved in dry container.[27] 
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2.2 SYNTHESIS FROM NATURAL  HALLOYSITE 
 
2.2.1 Materials. 
 

The natural halloysite mineral was used as the source of silicon–aluminum. 
Sodium hydroxide (NaOH)was used as the alkali source and sodium silicate (Na-
SiO3_9H2O) as the sodium and silicone source .The X-ray diffraction (XRD) 
pattern and the chemical analysis showed that the main constituents of the raw 
material were silica (45.04 %) and alumina (38.31 %), whereas the loss of 
ignition (LOI) is 17.94 %.The chemical composition of halloysite determined by 
chemical analysis is given in table is given in Table 3; 

 
 

 
 
 
 
 
 
 

 
2.2.2 Synthesis process 

 
The process was done using 3 g of halloysite which was calcined at 500oC for 2 h, 
and was mixed with 5.7 g NaOH and 8.2 g NaSiO3.9H2O, the mixture were 
dispersed in 67 mL distilled water with constant stirring for 1 hours at 60oC in a 
water bath. Then the slurry was aged for 12 hours at room temperature in the 
sealed Teflon reactor to rearrange the reactant for the formation of nuclei. After 
this the mixture was crystallized at 100 oC for 8 hours under static conditions. At 
last, the solid was separated by filtration and washed thoroughly several times 
with deionized water until the filtrate pH was reduced to less than 10. The 
precipitated solid was dried at 100oC overnight and finely crushed.[25] 
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 2.3 SYNTHESIS FROM NATURAL KAOLIN 
 

2.3.1.  Materials  
 

The kaolin was taken as the starting material for the experiment as silica–alumina 
source after was it was crushed and air-dried. NaOH was taken as the alkali source 
for the alkali fusion followed by hydrothermal treatment.[30] The main 
constituents of the low grade natural kaolin can be seen in table 4; 

 
 
 
 

 

 

 

2.3.2 Synthesis Process 

Low grade natural kaolin was mixed with sodium hydroxide (NaOH) powder with 
the weight ratio of 2:1 and fused in an MgO ceramic crucible at 200 oC for 4 hours. 
The fused mixture was cooled at room temperature and grounded and then was 
added to distilled water. The slurry obtained was vigorously agitated for 12 hours 
at room temperature for homogenization with constant stirring at 800 r/min. 
Then the homogenized material was crystallized at 90 oC for 8 hours. Finally, the 
solid was separated by filtration and washed thoroughly several times with 
deionized water until the pH was reached around 8, then was dried at 105oC and 
crushed.[30,31] 
 
 

 



P a g e  | 12 

 

 
 

 

 
3.RESULT AND DISCUSSION 

 
3.1  Characterization of zeolite 13X 
 
3.1.1  XRD Analysis 
 
The synthesized zeolite product from coal fly ash was analyzed using X-Ray     
Diffraction (XRD) method for the identification of crystalline material and its 
structure. The XRD pattern of the synthesized product is shown in Fig 2; From the 
figure we can see that the XRD pattern indicates the presence of X-type zeolite 

with the largest peak at 2 θ = 6.16o, which is in a good agreement with the 

standard JCPDS Card (PDF 38-0237). 
 

 

 
 

 
 
The synthesized product from natural halloysite was also analyzed using XRD  to 
corroborate the structure of the newly formed zeolite 13X. The XRD pattern of the 
zeolite is given in Fig. 3, which also matches with the standard JCPDS Card (PDF 
38-0237).[25] The XRD pattern obtained from the synthesized zeolite from natural 
kaolin is shown in figure.4, which also matches with that of standard JCPDS Card 
(PDF 38-0237).[31] 
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From the three figures (fig.2,3,4) we can see that there was no other diffraction 
peaks which indicated that only one pure phase of 13X zeolite was synthesized. 
Also the observed diffraction peaks were sharp and intense confirming a high 
degree of crystallinity of the synthesized 13X zeolite. 
 
3.1.2  FT-IR analysis 
 
Apart from FT-IR analysis, it is well known that spectroscopic method provide 
useful information about the structure of zeolites and about other functional 
groups which may be present during the synthesis and post treatment. The IR 
spectra of the synthesized zeolite 13X obtained from the halloysite, CFA and 
kaolin are shown in fig. 5,6 and 7 respectively.  
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From the IR spectra of the synthesized zeolite we get the band at about 420-

500cm-1 due to the T-O bending vibration of the zeolite interior and for the 

double-six member ring bond vibration zone there is a band at about 561 cm-1. 

The peaks centered at around 978- 984 and 676-678 cm-1 corresponded to the 

TO4 [19] (T = Si or Al) asymmetric and symmetric stretching vibration respectively. 

The appearance of band at 1640 cm-1 could be assigned  to the H2O having  (H-O-

H-) vibration band and the observed broad adsorption band at 3464 cm− 1 was 

ascribed to OH-stretching of water molecules that are present in the cavities and 

channels in the zeolite due its incomplete dehydration. All these data comes in 

good agreement with reported values of commercial 13X zeolite [26]. 

3.1.3.   Scanning Electron Microscope Analysis 

The morphology of the zeolite product matches with that of 13X zeolite having an 
octahedral shape which is confirmed by scanning electron microscope (SEM) 
analysis, and present of no other structures suggests that the obtained 13X zeolite 
product is in phase pure state. The images obtained from SEM is shown in fig. 
8,9.10 [27,25,28] for the synthesized zeolite 13X from CFA, halloysite and kaolin 
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respectively. 

 

 

 
 
 
3.1.4. Thermal Analysis 
 
The thermal stability of the synthesized zeolite was characterized using 
thermogravimetry (TG) and differential scanning calorimetry (DSC) in the 
presence of nitrogen flow. The TG analysis showed a weight loss at temperature 
below 600oC due to the loss of adsorbed water molecules in the surface and 
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cavities of the synthesized 13X zeolite. This comes in good agreement with the 
endothermic peak at 153.9oC in DSC analysis. In the DSC curve [fig.11][25] it was 
observed that there are two endothermic peaks- one at 849.3 oC, where the 
zeolite framework collapsed and one at 965.5 oC  where it is attributed to crystal 
transformation. This concludes that the synthesized zeolite 13X has a heat 
resistance at 849.3 oC. [28,32]. 

 
 
 
3.1.5.  Adsorption Property. 
 
The surface area and the micropore volume of the synthesized zeolite was 
measured by Langmuir method, t-plot method and BET methodand shown in 
table 5, 6, and 7[25,27, 31]. The specific surface area of the zeolite obtained from 
kaolin, CFA and halloysite are 591m2 g-1, 607.95m2g-1 and 725.80 m2g-1 
respectively[27,25,31]. There is a large mass transfer zone (MTZ) for zeolite 13X 
and so the adsorption rate of zeolite 13X is comparatively high. The nitrogen 
adsorption on the adsorbent site of 13X is stronger compared to oxygen making 
zeolite 13X a better option for oxygen concentrator[41]. 
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3.2 EFFECTS OF PARAMETRS ON 13X ZEOLITE PREPARATION 
 
Synthesizing zeolites is very complex because it is affected by a number of 
parameters as a slight change may result in formation of different types of zeolite 
and may create a barrier in producing pure state zeolite. According to Plackett—
Burman and the Taguchi methods- the synthesis gel SiO2/Al2O3 molar ratio, 
alkalinity (H2O/Na2O) and water content (H2O/SiO2) and the zeolite synthesis 
temperature were found as the most affective parameters on the synthesized 
zeolites’ crystallinities and growth. 
 
3.2.1 Crystallization Temperature 
 
The crystallization temperature greatly influences the nucleation and growth 
mechanism in zeolite formation. When the experiments is conducted at a 
temperature range of 90oC -100oC, pure form of zeolites 13X were formed which 
was further verified by XRD pattern[ fig.12,16]. Around this temperature range 
zeolite 13X showed a high cation exchange capacity. Below 60oC there is the 
formation of zeolite type A [29] and at a temperature more than 100oC 
hydroxysodalite zeolites are formed [33]. This phenomenon occurs because of 
different rates of dissolution of aluminium and silicone. The aluminium 
dissolution rate tends to be faster than that of silicone at lower temperature 
ranges, and with increase in temperature the dissolution of silicone increases and 
thus favors’ in the formation pure of zeolite 13X. 
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3.2.2  The Alkalinity 
 
The second most important factor is the alkalinity of the synthesis solution, where 
the resultant zeolite crystallinity increases as this factor increases[34-36]. NaOH 
not only affects the degree of zeolitisation but also the type of zeolite obtained as 
a product. The zeolite 13X is highly favored  when the NaOH concentration is in 
the range of 1M to 4M[31] and this further proved by the given figure 14 . At low 
NaOH concentration ranges the cations cannot enter the lattice and thus new 
structure could not be formed because of the lack of crystallization. Also, the 
alkalinity should not cross the optimum value as silicate anions polymerization 
degree decreases while polysilicate and aluminate anions polymerization 
accelerates and also results in the lower supersaturation of the gel[37]. At high 
NaOH value, the zeolite 13X is converted to P-type zeolite. 
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3.2.3.  Effect of SiO2/Al2O3 Molar Ratio 
 
The SiO2/Al2O3 ratio plays an important role in the hydrothermal synthesis of 
zeolite[38] All zeolites have distinct framework structures established by 
conjoining oxide tetrahedral to form the Framework. Thus different types of 
zeolites are formed at different SiO2/Al2O3 molar ratios. In the synthesis, at a 
molar ratio of 2.0, it is found that both zeolite A and X type is present, when the 
molar ratio of SiO2/Al2O3 was changed to 4.3 pure X type zeolite was formed[28] 
which was further confirmed by the XRD pattern shown if figure 15 [25]. Further 
increasing at a ratio of 5.0 hydroxysodalite and zeolite beta are formed. 
Comparing the silicate and alluminate content from the tables 2,3,4,; sodium 
silicate was added to the synthesis mixture from halloysite as formation of zeolite 
13X requires high silica content. 
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3.2.4  Synthesis Time. 
 
The zeolite crystalinity is observed to increase with time. Zeolite 13X requires a 
relatively longer crystallization time and increasing the temperature from 5hours 
to 16 hours improved its crystalinity. This is observed because the framework is 
formed by connection of sodalite cages through double 6 member rings (D6R) and 
sparser structure [39]. At a synthesis temperature higher than 12hours porosity of 
the formed zeolite layers increases as a result the permeability of the gaseous 
penetration increases[40]. Fig. 13, 17[25] shows the sequence of transformation 
of the zeolites with the synthesis time. At lower time period type A zeolite is 
formed which on further increase in time changes to zeolite type X and at time 
greater hydroxysodalite and P type is formed.[29] Thus the synthesis time suitable 
for zeolite 13X is found between the time ranges of 8hours to 14hours. 
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4.CONCLUSION 
 

 
The lab-scale formation of zeolite 13X from low grade natural kaolin, natural 
halloysite and coal fly ash was successful and was confirmed by the XRD, FT-IR 
and SEM analysis. The analysis of the morphology and structural properties are in 
good agreement with reported standard properties of the 13X zeolite. The surface 
area and micropore volume of the synthesized zeolite obtained was much higher 
than that of the commercial zeolite and hence showed excellent adsorption 
property. Also, the effects of different parameters showed that a slight change of 
values may lead to the production of different types of zeolites such as P type, A-
type, hydroxysodalite, etc. So the synthesis temperature, time, amount of 
aluminosilicate, amount of sodium hydroxide should be in proper ranges for the 
formation of pure zeolite 13X type. Since a natural source that is halloysite and 
kaolin was used it ensured cost effective and environmental friendly synthesis 
and had no toxic effect or threats to individuals using them. The use of CFA 
ensured its proper recycling and reduction in pollution as the most part of it is 
dumped in ash fields causing hazardous problems. The main idea for this topic 
was to produce cost effective zeolite 13X which can be used by portable oxygen 
concentrator and give one pure form oxygen taking air as a source. 
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1. INTRODUCTION 

The second wave of COVID-19 saw a huge shortage of medical oxygen in different 
parts of India. While meeting the current demand, manufacturing medical oxygen 
also became important to ensure the country has adequate in the future. Apart 
from medical use, it is also used by various chemical industries for various 
processes such as: refiner industries, steel construction, paper industries, 
wastewater treatment and glass production and other industrial operations. The 
high rise in oxygen demand made industrial consumption of oxygen practically 
zero as the entire capacity has been converted for medical usage. Still there is a 
huge shortage of oxygen with the rise of COVID cases daily. 

Thus there is a growing need to address the health and quality of life through a 
light-weight and portable oxygen concentrator with a medical grade oxygen 
supply (O2 concentration: ~88–92 vol %).Now this problem can be solved by using 
air as the source and separating oxygen from it in the pure form. Generally, the 
common adsorption process of air separation consists of procedures which make 
use of zeolites as nitrogen adsorbent under the equilibrium conditions and 
oxygen is a process product. 

Zeolites (from the Greek “zein” and “lithos”, meaning “stones that boil”) are 

microporous aluminosilicate materials of alkali or earth alkaline elements with 

crystalline frameworks structure of three-dimensional tetrahedral units of 

SiO4 and AlO4 which are connected by their common oxygen atoms, generating 

a network of pores and cavities having molecular dimensions with uniform 

pore sizes ranging from 0.3−1.0 nm, which are occupied by water and cations. 

[1,2 ]. The uniqueness of zeolites originate from the fact that their surfaces are 

formed with negatively charged oxides and also the presence of isolated cations 

above their surface structure.
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Zeolites are obtained from nature and can also be prepared synthetically. The 

formation of natural zeolites occurs when the volcanic rocks and the ash layers 

react with alkaline groundwater. Generally synthesized zeolites have some 

advantages over their natural counterparts i.e., [3, 4] 

• The synthetic zeolites can be designed to have structures that do not occur 

in nature, structures that optimize their intended purpose.  

• They can be produced in a phase-pure, uniform state without the presence 

of impurities.  

• In synthetic zeolite the content of aluminium and silicone can be adjusted. 

• Synthetic zeolites have better ion exchange capabilities than the natural 

zeolites. 

Zeolites as molecular sieves are used in various air separation processes such as 
cryogenic technique, membrane separation and pressure swing adsorption (PSA) 
that can effectively produce enriched oxygen using ambient air as the source.PSA 
technique has an advantage over others because of its lower consumption of 
energy. This technique can absorb nitrogen from air and output an enriched 
oxygen stream under high-pressure conditions [42]. The most commonly used 
zeolite for the air separation for oxygen production is Zeolite 13X  adsorbent as it 
has an outstanding nitrogen to oxygen adsorption selectivity. The selectivity for 
zeolite  to adsorb nitrogen compared to oxygen is due to the interaction between 
electrostatic field of the cationic zeolite and the quadrupole moment of the 
nitrogen and oxygen. The quadrupole moment of nitrogen is three times higher 
than that of oxygen, which leads to a selective adsorption onto the zeolite surface 
[6]. 
 Zeolite 13X ( Molecular formula= Na86[(AlO2)86 (SiO2)106]• H2O) is a Faujasite-

type zeolite having three dimensional pore structures linked by circular 12-ring 

apertures, which leads to a larger cavity diameter of 12 Å, restricted by 10 

sodalite cages in a hexagonal structure. The effective pore diameter in this type of 

zeolite is relatively large at 7.4 Å.[7]. Sodium cations in zeolite 13X balances the 

negative charge of the zeolite framework and also creates an electrostatic field in 

the zeolite structural environment. Some of the relevant properties of 13X are 

listed in Table 1 [8-11]. 



P a g e  | 6 

 

 
 

 

The growing need for oxygen economy invokes much interest in molecular sieves 

and its cost effective synthesis. Usually, synthesis of zeolites takes place from 

freshly prepared sodium aluminosilicate gel, obtained  from various silica and 

alumina sources by hydrothermal treatment. However, it is very expensive to 

prepare synthetic zeolites from chemical sources of silica and alumina. Therefore, 

in order to obtain low-cost and effective synthetic zeolite, many researchers have 

studied the synthesis of zeolite from kaolinite [12], waste porcelain [13], illite 

[14], bentonite [15] and montmorillonite [16], coal fly ash [17], kaolinite [18], oil 

shale ash [19], bagasse fly ash [20], paper sludge [21], high silicon fly ash [22], 

waste sandstone cake [23,24], halloysite [25] and lithium slag[26]. 

 

In this paper we will study the synthesis of zeolite 13X from (i) coal fly ash 

(ii)natural halloysite and (iii) natural kaolin with alkali fusion followed by 

hydrothermal treatment. And to confirm the successful zeolite production we 

compare the  properties, and characterized utilizing various techniques, such as X-

ray diffraction (XRD), the Brunauer−Emmett−Teller (BET) method, scanning 

electron microscopy (SEM), X-ray fluorescence (XRF), thermo gravimetric analysis 

(TGA), differential thermal analysis (DTA), X-ray diffraction (XRD), and differential 

thermal gravimetry (DTG). 

COAL FLY ASH 

Coal fly ash (CFA) is a solid waste product obtained from the combustion of 

pulverized coal in electric power generating plants. Large number of thermal 

power plants generates huge quantities of fly ash causing serious environmental 

problem mainly due to its structure and toxic elements. There are many processes 

to recycle and reuse the CFA to reduce the environmental pollution and one of it 

is synthesis of zeolites from it. The major component of CFA is silicone dioxide 
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(SiO2), Aluminium oxide (Al₂O₃) and calcium oxide (CaO). Thus the synthesis of 

aluminosilicates porous material from CFA is possible. And is done by alkali fusion 

followed by hydrothermal synthesis.[27] 

 

NATURAL HALLOYSITE 

Halloysite having empirical formula - Al2Si2O5 (OH)4, is a double-layered alumino-

silicate clay mineral, consisting of one alumina octahedron sheet and one silica 

tetrahedron sheet in a 1:1 stoichiometric ratio. It has a high specific surface area 

and hollow structure, and also from its composition it acts as a promising material 

with high reactivity to synthesize zeolite of high purity. Synthetic zeolite products 

produced from halloysite are generally found to be non-toxic, odorless, 

environment-friendly, acid and alkali resistant, thermally stable and do not 

generate secondary pollution.[25] 

NATURAL KAOLIN 

Natural kaolin is a clay material mainly consists of kaolinite, illite and trace of 
quartz. Kaolinite is a clay mineral, with the chemical composition [Al2Si2O5 (OH) 4]. 
It is a two-layered aluminosilicate clay mineral, consisting of one alumina 
octahedron sheet and one silica tetrahedron sheet in a 1:1 stoichiometric ratio. 
And Illite (K1–2 Al [Si7–6.5Al1–1.5O20](OH)4) is a phyllosilicate or layered alumino-
silicate with high Si content. Expanding from these empirical findings, it can be 
further deduced that it will be possible to directly synthesize zeolite X from 
natural kaolin via alkali fusion followed by hydrothermal treatment.[28] 
 

1. EXPERIMENTAL 

The zeolite synthesis process is done using alkali fusion followed by hydrothermal 
process shown in scheme 1. The hydrothermal processes have some advantages  
which includes, high reactivity of reactants, low energy consumption, low air 
pollution, easy to control the solution, formational of metastable phases, and 
unique condensed phase. 
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Scheme 1 
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2.1 SYNTHESIS FROM COAL FLY ASH (CFA). 

2.1.1 Materials 

The CFA is collected at the top of burners using cyclones, electric precipitators or 
mechanic filters. X- ray diffraction analysis shows that it is mainly composed of 
amorphous SiO2 and Al2O3 with some crystals such as quartz( SiO2), mullite 
(2SiO2.3Al2O3), hematite (Fe2O3) and magnetite(Fe3O4). The chemical composition 
of coal fly ash is shown in table 2; 
  

 
 
2.1.2 Synthesis process 
 
         The CFA was pre-treated by magnetic separation using a high intensity 
magnetic separator which results in the reduction of about 65% of iron 
components and increases of nearly 34% and 3.5% silicone and aluminium 
compounds respectively.[34] The total amount of SiO2 and Al2O3 can be reach to 
approximately  89.96%.  In the experiment the fly ash was mixed and grounded 
with sodium hydroxide (NaOH) to obtain a homogeneous mixture. Then the 
mixture was heated with a weight ratio of 1 : 1 ( CFA, NaOH ) at 850oC for 2hours 
in a muffle furnace. The obtained mixture was treated with deionized water by 
magnetic stirring. Then it was followed by an ageing process with vigorous 
agitation for 12 hours at room temperature in the Teflon reactor with proper 
sealing. At last, the mixture was crystallized at static condition at 100oC for 14 
hours. At end of the process solid products were filtered-off, and the solid phase 
was washed thoroughly using deionized water for several times until the drained 
water’s pH reached below 10.5. after that it was  dried at 100oC for 12 hours  and 
saved in dry container.[27] 
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2.2 SYNTHESIS FROM NATURAL  HALLOYSITE 
 
2.2.1 Materials. 
 

The natural halloysite mineral was used as the source of silicon–aluminum. 
Sodium hydroxide (NaOH)was used as the alkali source and sodium silicate (Na-
SiO3_9H2O) as the sodium and silicone source .The X-ray diffraction (XRD) 
pattern and the chemical analysis showed that the main constituents of the raw 
material were silica (45.04 %) and alumina (38.31 %), whereas the loss of 
ignition (LOI) is 17.94 %.The chemical composition of halloysite determined by 
chemical analysis is given in table is given in Table 3; 

 
 

 
 
 
 
 
 
 

 
2.2.2 Synthesis process 

 
The process was done using 3 g of halloysite which was calcined at 500oC for 2 h, 
and was mixed with 5.7 g NaOH and 8.2 g NaSiO3.9H2O, the mixture were 
dispersed in 67 mL distilled water with constant stirring for 1 hours at 60oC in a 
water bath. Then the slurry was aged for 12 hours at room temperature in the 
sealed Teflon reactor to rearrange the reactant for the formation of nuclei. After 
this the mixture was crystallized at 100 oC for 8 hours under static conditions. At 
last, the solid was separated by filtration and washed thoroughly several times 
with deionized water until the filtrate pH was reduced to less than 10. The 
precipitated solid was dried at 100oC overnight and finely crushed.[25] 
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 2.3 SYNTHESIS FROM NATURAL KAOLIN 
 

2.3.1.  Materials  
 

The kaolin was taken as the starting material for the experiment as silica–alumina 
source after was it was crushed and air-dried. NaOH was taken as the alkali source 
for the alkali fusion followed by hydrothermal treatment.[30] The main 
constituents of the low grade natural kaolin can be seen in table 4; 

 
 
 
 

 

 

 

2.3.2 Synthesis Process 

Low grade natural kaolin was mixed with sodium hydroxide (NaOH) powder with 
the weight ratio of 2:1 and fused in an MgO ceramic crucible at 200 oC for 4 hours. 
The fused mixture was cooled at room temperature and grounded and then was 
added to distilled water. The slurry obtained was vigorously agitated for 12 hours 
at room temperature for homogenization with constant stirring at 800 r/min. 
Then the homogenized material was crystallized at 90 oC for 8 hours. Finally, the 
solid was separated by filtration and washed thoroughly several times with 
deionized water until the pH was reached around 8, then was dried at 105oC and 
crushed.[30,31] 
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3.RESULT AND DISCUSSION 

 
3.1  Characterization of zeolite 13X 
 
3.1.1  XRD Analysis 
 
The synthesized zeolite product from coal fly ash was analyzed using X-Ray     
Diffraction (XRD) method for the identification of crystalline material and its 
structure. The XRD pattern of the synthesized product is shown in Fig 2; From the 
figure we can see that the XRD pattern indicates the presence of X-type zeolite 

with the largest peak at 2 θ = 6.16o, which is in a good agreement with the 

standard JCPDS Card (PDF 38-0237). 
 

 

 
 

 
 
The synthesized product from natural halloysite was also analyzed using XRD  to 
corroborate the structure of the newly formed zeolite 13X. The XRD pattern of the 
zeolite is given in Fig. 3, which also matches with the standard JCPDS Card (PDF 
38-0237).[25] The XRD pattern obtained from the synthesized zeolite from natural 
kaolin is shown in figure.4, which also matches with that of standard JCPDS Card 
(PDF 38-0237).[31] 
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From the three figures (fig.2,3,4) we can see that there was no other diffraction 
peaks which indicated that only one pure phase of 13X zeolite was synthesized. 
Also the observed diffraction peaks were sharp and intense confirming a high 
degree of crystallinity of the synthesized 13X zeolite. 
 
3.1.2  FT-IR analysis 
 
Apart from FT-IR analysis, it is well known that spectroscopic method provide 
useful information about the structure of zeolites and about other functional 
groups which may be present during the synthesis and post treatment. The IR 
spectra of the synthesized zeolite 13X obtained from the halloysite, CFA and 
kaolin are shown in fig. 5,6 and 7 respectively.  
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From the IR spectra of the synthesized zeolite we get the band at about 420-

500cm-1 due to the T-O bending vibration of the zeolite interior and for the 

double-six member ring bond vibration zone there is a band at about 561 cm-1. 

The peaks centered at around 978- 984 and 676-678 cm-1 corresponded to the 

TO4 [19] (T = Si or Al) asymmetric and symmetric stretching vibration respectively. 

The appearance of band at 1640 cm-1 could be assigned  to the H2O having  (H-O-

H-) vibration band and the observed broad adsorption band at 3464 cm− 1 was 

ascribed to OH-stretching of water molecules that are present in the cavities and 

channels in the zeolite due its incomplete dehydration. All these data comes in 

good agreement with reported values of commercial 13X zeolite [26]. 

3.1.3.   Scanning Electron Microscope Analysis 

The morphology of the zeolite product matches with that of 13X zeolite having an 
octahedral shape which is confirmed by scanning electron microscope (SEM) 
analysis, and present of no other structures suggests that the obtained 13X zeolite 
product is in phase pure state. The images obtained from SEM is shown in fig. 
8,9.10 [27,25,28] for the synthesized zeolite 13X from CFA, halloysite and kaolin 
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respectively. 

 

 

 
 
 
3.1.4. Thermal Analysis 
 
The thermal stability of the synthesized zeolite was characterized using 
thermogravimetry (TG) and differential scanning calorimetry (DSC) in the 
presence of nitrogen flow. The TG analysis showed a weight loss at temperature 
below 600oC due to the loss of adsorbed water molecules in the surface and 
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cavities of the synthesized 13X zeolite. This comes in good agreement with the 
endothermic peak at 153.9oC in DSC analysis. In the DSC curve [fig.11][25] it was 
observed that there are two endothermic peaks- one at 849.3 oC, where the 
zeolite framework collapsed and one at 965.5 oC  where it is attributed to crystal 
transformation. This concludes that the synthesized zeolite 13X has a heat 
resistance at 849.3 oC. [28,32]. 

 
 
 
3.1.5.  Adsorption Property. 
 
The surface area and the micropore volume of the synthesized zeolite was 
measured by Langmuir method, t-plot method and BET methodand shown in 
table 5, 6, and 7[25,27, 31]. The specific surface area of the zeolite obtained from 
kaolin, CFA and halloysite are 591m2 g-1, 607.95m2g-1 and 725.80 m2g-1 
respectively[27,25,31]. There is a large mass transfer zone (MTZ) for zeolite 13X 
and so the adsorption rate of zeolite 13X is comparatively high. The nitrogen 
adsorption on the adsorbent site of 13X is stronger compared to oxygen making 
zeolite 13X a better option for oxygen concentrator[41]. 
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3.2 EFFECTS OF PARAMETRS ON 13X ZEOLITE PREPARATION 
 
Synthesizing zeolites is very complex because it is affected by a number of 
parameters as a slight change may result in formation of different types of zeolite 
and may create a barrier in producing pure state zeolite. According to Plackett—
Burman and the Taguchi methods- the synthesis gel SiO2/Al2O3 molar ratio, 
alkalinity (H2O/Na2O) and water content (H2O/SiO2) and the zeolite synthesis 
temperature were found as the most affective parameters on the synthesized 
zeolites’ crystallinities and growth. 
 
3.2.1 Crystallization Temperature 
 
The crystallization temperature greatly influences the nucleation and growth 
mechanism in zeolite formation. When the experiments is conducted at a 
temperature range of 90oC -100oC, pure form of zeolites 13X were formed which 
was further verified by XRD pattern[ fig.12,16]. Around this temperature range 
zeolite 13X showed a high cation exchange capacity. Below 60oC there is the 
formation of zeolite type A [29] and at a temperature more than 100oC 
hydroxysodalite zeolites are formed [33]. This phenomenon occurs because of 
different rates of dissolution of aluminium and silicone. The aluminium 
dissolution rate tends to be faster than that of silicone at lower temperature 
ranges, and with increase in temperature the dissolution of silicone increases and 
thus favors’ in the formation pure of zeolite 13X. 
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3.2.2  The Alkalinity 
 
The second most important factor is the alkalinity of the synthesis solution, where 
the resultant zeolite crystallinity increases as this factor increases[34-36]. NaOH 
not only affects the degree of zeolitisation but also the type of zeolite obtained as 
a product. The zeolite 13X is highly favored  when the NaOH concentration is in 
the range of 1M to 4M[31] and this further proved by the given figure 14 . At low 
NaOH concentration ranges the cations cannot enter the lattice and thus new 
structure could not be formed because of the lack of crystallization. Also, the 
alkalinity should not cross the optimum value as silicate anions polymerization 
degree decreases while polysilicate and aluminate anions polymerization 
accelerates and also results in the lower supersaturation of the gel[37]. At high 
NaOH value, the zeolite 13X is converted to P-type zeolite. 
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3.2.3.  Effect of SiO2/Al2O3 Molar Ratio 
 
The SiO2/Al2O3 ratio plays an important role in the hydrothermal synthesis of 
zeolite[38] All zeolites have distinct framework structures established by 
conjoining oxide tetrahedral to form the Framework. Thus different types of 
zeolites are formed at different SiO2/Al2O3 molar ratios. In the synthesis, at a 
molar ratio of 2.0, it is found that both zeolite A and X type is present, when the 
molar ratio of SiO2/Al2O3 was changed to 4.3 pure X type zeolite was formed[28] 
which was further confirmed by the XRD pattern shown if figure 15 [25]. Further 
increasing at a ratio of 5.0 hydroxysodalite and zeolite beta are formed. 
Comparing the silicate and alluminate content from the tables 2,3,4,; sodium 
silicate was added to the synthesis mixture from halloysite as formation of zeolite 
13X requires high silica content. 
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3.2.4  Synthesis Time. 
 
The zeolite crystalinity is observed to increase with time. Zeolite 13X requires a 
relatively longer crystallization time and increasing the temperature from 5hours 
to 16 hours improved its crystalinity. This is observed because the framework is 
formed by connection of sodalite cages through double 6 member rings (D6R) and 
sparser structure [39]. At a synthesis temperature higher than 12hours porosity of 
the formed zeolite layers increases as a result the permeability of the gaseous 
penetration increases[40]. Fig. 13, 17[25] shows the sequence of transformation 
of the zeolites with the synthesis time. At lower time period type A zeolite is 
formed which on further increase in time changes to zeolite type X and at time 
greater hydroxysodalite and P type is formed.[29] Thus the synthesis time suitable 
for zeolite 13X is found between the time ranges of 8hours to 14hours. 
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4.CONCLUSION 
 

 
The lab-scale formation of zeolite 13X from low grade natural kaolin, natural 
halloysite and coal fly ash was successful and was confirmed by the XRD, FT-IR 
and SEM analysis. The analysis of the morphology and structural properties are in 
good agreement with reported standard properties of the 13X zeolite. The surface 
area and micropore volume of the synthesized zeolite obtained was much higher 
than that of the commercial zeolite and hence showed excellent adsorption 
property. Also, the effects of different parameters showed that a slight change of 
values may lead to the production of different types of zeolites such as P type, A-
type, hydroxysodalite, etc. So the synthesis temperature, time, amount of 
aluminosilicate, amount of sodium hydroxide should be in proper ranges for the 
formation of pure zeolite 13X type. Since a natural source that is halloysite and 
kaolin was used it ensured cost effective and environmental friendly synthesis 
and had no toxic effect or threats to individuals using them. The use of CFA 
ensured its proper recycling and reduction in pollution as the most part of it is 
dumped in ash fields causing hazardous problems. The main idea for this topic 
was to produce cost effective zeolite 13X which can be used by portable oxygen 
concentrator and give one pure form oxygen taking air as a source. 
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1. Abstract: 
 
In this literature survey, I shall discuss the applications of Quantum -Dot lasers in the recent era of technology. 
Limitless opportunities are provided to create new technologies by these types of nanostructures.  
To understand the applications of Quantum-Dots, I have discussed about the basic characteristics of quantum dots and 
the Confinement effect in the Introduction part. Then, I have discussed the construction of Quantum-Dot laser with the 
corresponding instrumentations. 
Finally, I have made a scholarly search on the practical usage of Quantum-Dot lasers and tried to predict the future of 
this technology. 

2. Introduction: 
 

a) Quantum-Dot:   
 

Quantum dots are the semiconductor nano structures with vast application across many industries. In such systems, 
motion of the electron is confined in three spatial directions and they cannot move freely to any spatial direction. 
Unique tunability is obtained by their small size (~2-10 nanometres or ~10-50 atoms in diameter). Like that of 
traditional semiconductors, the importance of QDs is originated from the fact that their electrical conductivity can be 
altered by an external stimulus such as voltage or photon flux. One of the main differences between quantum dots and 
traditional semiconductors is that the peak emission frequencies of quantum dots are very sensitive to both the dot's 
size and composition. [Ref: 1, 2] 

 
b) Concept of Quantum Confinement  [Ref: 2] 

 
According to Heisenberg Uncertainty Principle, if a moving quantum particle with non-relativistic mass m is confined 
to a region, say a length of Δx along x axis, then the uncertainty in its momentum (Δpx) is given by, 

∆𝑝௫ ≈ ℎ
2𝜋∆𝑥ൗ  ………………. (1) 

Δpx may be considered as the measure of momentum of the particle along the x direction. This confinement along the 
x axis, gives the particle an additional amount of kinetic energy given by: 

 Eୡ୭୬ϐ୧୬ୣ୫ୣ୬୲ =
(∆௫)మ

ଶ
= ℎଶ

8𝑚𝜋ଶ∆𝑥ଶൗ  ……..………………(2) 

This confinement energy is meaningful, if it is comparable to the kinetic energy Ex (T) of the particle due to its thermal 
motion along the x direction. Thus the condition is: 
 

1

2
𝑘𝑇 =  ℎଶ

8𝑚𝜋ଶ∆𝑥ଶൗ  

 

or, ∆𝑥 ≈ ට
మ

ସగమಳ்
 …………….(3) 

 
The de Broglie wavelength, λ (dB) of the particle for its thermal motion along x axis is given by: 

𝜆 (𝑑𝐵 ) =
h

𝑝௫(𝑇)
 

=
h

ඥ2𝑚E୶(T)
= ඨ

hଶ

𝑚𝑘𝑇
≈ ∆𝑥 

 
Thus the condition of quantum confinement of a particle along a particular dimension is: 
The dimension of confinement must be of the order the de Broglie wavelength for the thermal motion of the particle in 
the direction. The above condition tells us how small the dimension must be if we want to observe the size dependent 
quantum confinement. In general it can be stated that a nan omaterial is in the state of quantum confinement when its 
size is in the order of de Broglie wavelength of the charge carrier (i.e. electron or hole). 
Quantum confinement occurs when one or more of the dimensions of a nano crystal approach the Exciton Bohr 
radius. The concepts of energy levels, band gap, conduction band and valence band still apply. However, the electron 
energy levels can no longer be treated as continuous - they must be treated as discrete. 
 



 
 

[QDs utilize the motion of conduction band electrons, valence band holes or excitons. Excitons are pairs of 
conduction band electrons and valence band holes.] 
 
Quantum well, or quantum wire confinements provide the electron at least one degree of freedom. Although this kind 
of confinement leads to quantization of the electron spectrum which changes the density of states, and results in one or 
two-dimensional energy sub bands, it still gives the electron at least one direction to propagate. On the other hand, 
today’s technology allows us to create QD structures, in which all existing degrees of freedom of electron propagation 
are quantized. We can think this confinement as a box of volume d1d2d3. The energy is therefore quantized to: 

𝐸 = 𝐸భ
+ 𝐸మ

+ 𝐸య
   where,   𝐸

=
మ

ଶ
ቀ

భ

ௗ
ቁ

ଶ
   ……….. (5) 

 
q1, q2 and q3 are the quantum numbers associated with an energy sub band. Since the allowed energy levels are 
discrete and separated, we can represent the density of states as delta functions. The energy levels of a QD can be 
adjusted with proper designs according to the needs of the application. For instance, the addition or subtraction of just 
a few atoms to the QD has the effect of altering the boundaries of the band gap. Changing the geometry of the surface 
of the QD also changes the band gap energy, owing again to the small size of the dot, and the effects of quantum 
confinement. [Ref: 1, 2] 
 

 Electronic Density of States: [Ref: 3] 
 

Semiconductor quantum dots can be thought of qualitatively as the textbook case of a particle-in-a-box. The three 
dimensional quantum confinement provided by band offsets between the narrow gap dot material and surrounding 
matrix was initially predicted to lead to full discretization of the energy levels into delta-function-like states 
possessing atom-like degeneracy, in contrast to the step-function-like QW density of states (DOS), ρ(E) see Fig. 1.. 
Analogous to the particle-in-a-box, the energy levels of a QD are determined by the size of the dot and height of the 
potential barrier. In real semiconductor systems the idea of the particle-in-a-box picture begins to disappear. The 
random, self-assembled process of QD formation in crystal growth leads to no uniformity in the size distribution, 
strain profile, and compositional fluctuations if non-binary alloys are used for the dots or surrounding matrix. These 
fluctuations lead to inhomogeneous broadening, ∆Einh, of the optical properties of a dot ensemble. The broadening 
effectively leads to the formation of a quasi-band of states representing the weighed superposition of the discrete states 
of individual dots, as illustrated in Fig. 1(a). Fortunately, the energy level spacing between principal quantum states 
can be a few times larger than the inhomogeneous broadening such that the quantized separation can be maintained. 
An important result of this statistical broadening is that it yields a highly symmetric, Gaussian gain spectrum for the 
QD states. The extent of inhomogeneous broadening is dependent on crystal growth conditions and provides 
additional tunability to the gain spectrum in QD devices, which can be advantageous for broad bandwidth applications 
such as for optical amplifiers, tuneable lasers, and mode-locked lasers. For single mode lasing with low threshold and 
high efficiency, a smaller inhomogeneous broadening is desirable, since off-resonance dots will still capture charge 
carriers and result in unclamped spontaneous emission. In state-of-the-art QD material, inhomogeneous broadenings, 
as measured from the photoluminescence spectrum, as low as 24 meV have been realized at room temperature. In 
further departure from the depiction of Fig.1b), the well-developed QD material systems form via the Stranski- 
Krastanov growth mode which yields a thin wetting layer of dot material that acts as a QW connecting all the dots in 
a layer. A more realistic representation of the DOS of QD material is shown in Fig. 1(b). 
Fig.2 shows variation of density of states With Energy in case of 3D,2D,1D and 0D nano structures. 
 

 
 
 
 
                                                                                                                                                                                                                                                          q 
 
 
 
 
 
 
 
 

Fig. 1. (a) Schematic illustration of inhomogeneous broadening for a quantum 
dot state. (b) A realistic schematic of the density of states, ρ(E), of a quantum 
dot structure including inhomogeneous broadening and the wetting layer 



 
 

 
 
 
 
 
 
 
 
 

 

 
 
The confinement of the motion of holes and electrons can be created 

 electrostatic potentials 
o e.g. doping, strain, impurities, external electrodes

 the presence of an interface between different semiconductor materials
o e.g. in the case of self-assembled QDs

 the presence of the semiconductor surface
o e.g. in the case of a semiconductor nanocrystal

 or by a combination of these.[ref: 1
 
c) Fabrication of Quantum-Dots 
 

o Core-Shell Quantum Structures: 
gap.[Ref:4] 
 

o Self–Assembled QDs:  self-assembled quantum dots are semiconductor heterostructures that confine charge 
carriers in three directions. A quantum well, which confines carriersin only one direction, is the most 
straightforward confinement structure to produce. This structure is
least two different materials, and sandwiching a lower band gap layer between regions of higher band gap. 
Quantum dots and quantum wires cannot be produced by such a 
techniques involving lithography and etching can be used here. 

 
Self-assembled QDs nucleate spontaneously under certain conditions during 
and metalorganics vapor phase epitaxy (MOVPE

 MOVPE: is a chemical vapor deposition method of epitaxial growth of materials, especially 
compound semiconductors from the surface reaction of organic compounds or metalorganics and 
metal hydrides containing the required chemical elements. In contrast to molecul
(MBE) the growth of crystals is by chemical reaction and not physical deposition. This takes place not 
in a vacuum, but from the gas phase at moderate pressures (2 to 100 kPa).

 MBE: A technique that grows atomic
diffusion.[Ref: 5] 
 

o Monolayer fluctuations: QDs can occur spontaneously in QW structures due to monolayer fluctuations in the 
Quantum well's thickness.[Ref: 6] 
 

o Individual QDs: Individual QDs can be created from two
remotely doped quantum wells or semiconductor hetero
layer of resist. A lateral pattern is then defined in the r
then be transferred to the electron or hole gas by etching, or by depositing metal electrodes (lift
that allow the application of external voltages between the electron gas and the electrode
mainly of interest for experiments and applications involving electron or hole transport, i.e., an electrical 
current. 
 
 

The confinement of the motion of holes and electrons can be created by: 

e.g. doping, strain, impurities, external electrodes 
presence of an interface between different semiconductor materials 

assembled QDs 
the presence of the semiconductor surface 

e.g. in the case of a semiconductor nanocrystal 
[ref: 1] 

 in QD lasers:  

 QDs are small regions of one material buried in another with a larger band 

assembled quantum dots are semiconductor heterostructures that confine charge 
carriers in three directions. A quantum well, which confines carriersin only one direction, is the most 
straightforward confinement structure to produce. This structure is produced by growing epitaxial layers of at 
least two different materials, and sandwiching a lower band gap layer between regions of higher band gap. 
Quantum dots and quantum wires cannot be produced by such a layer wise approach. 

ues involving lithography and etching can be used here. [Ref: 4] 

assembled QDs nucleate spontaneously under certain conditions during molecular 
metalorganics vapor phase epitaxy (MOVPE) 

is a chemical vapor deposition method of epitaxial growth of materials, especially 
compound semiconductors from the surface reaction of organic compounds or metalorganics and 
metal hydrides containing the required chemical elements. In contrast to molecul
(MBE) the growth of crystals is by chemical reaction and not physical deposition. This takes place not 
in a vacuum, but from the gas phase at moderate pressures (2 to 100 kPa).[Ref: 4

A technique that grows atomic-sized layers on a chip rather than creating layers by 

QDs can occur spontaneously in QW structures due to monolayer fluctuations in the 

Individual QDs can be created from two-dimensional electron or hole gases present in 
remotely doped quantum wells or semiconductor hetero-structures. The sample surface is coated with a thin 
layer of resist. A lateral pattern is then defined in the resist by electron beam lithography. This pattern can 
then be transferred to the electron or hole gas by etching, or by depositing metal electrodes (lift
that allow the application of external voltages between the electron gas and the electrode
mainly of interest for experiments and applications involving electron or hole transport, i.e., an electrical 

Fig:2. Variation of density of states 
With Energy in case of 3D,2D,1D 

and 0D nano structures

QDs are small regions of one material buried in another with a larger band 

assembled quantum dots are semiconductor heterostructures that confine charge 
carriers in three directions. A quantum well, which confines carriersin only one direction, is the most 

produced by growing epitaxial layers of at 
least two different materials, and sandwiching a lower band gap layer between regions of higher band gap. 

approach. Micro fabrication 

molecular beam epitaxy (MBE) 

is a chemical vapor deposition method of epitaxial growth of materials, especially 
compound semiconductors from the surface reaction of organic compounds or metalorganics and 
metal hydrides containing the required chemical elements. In contrast to molecular beam epitaxy 
(MBE) the growth of crystals is by chemical reaction and not physical deposition. This takes place not 

[Ref: 4] 
sized layers on a chip rather than creating layers by 

QDs can occur spontaneously in QW structures due to monolayer fluctuations in the 

dimensional electron or hole gases present in 
structures. The sample surface is coated with a thin 

esist by electron beam lithography. This pattern can 
then be transferred to the electron or hole gas by etching, or by depositing metal electrodes (lift-off process) 
that allow the application of external voltages between the electron gas and the electrodes. Such QDs are 
mainly of interest for experiments and applications involving electron or hole transport, i.e., an electrical 

Variation of density of states 
With Energy in case of 3D,2D,1D 

and 0D nano structures. 
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d) Development of QD LASER: 
 The advantages of quantum well lasers on traditional lasers first predicted in 1970s (Dingle and Henry 1976), 

and first quantum well lasers which were very inefficient were demonstrated at those dates (van der Ziel et al. 
1975). The advantages recognized were: 

o The confinement and nature of the electronic density of states result in more efficient devices 
operating at lower threshold currents than lasers with bulk active layers. The laser threshold current 
density can be reduced by decreasing the thickness of the active layer. Discrete energy levels provide 
a means of "tuning" the resulting wavelength of the material. Since the thickness of the quantum 
well-depends on the desired spacing between energy levels, tuning can be done by changing the 
quantum well dimensions or thickness. For energy levels of greater than a few tens of meV’s, the 
critical dimension is approximately a few hundred angstroms.[Ref:7] 

 
 The inefficiency of quantum well lasers were eliminated in 1980s by the use of new materials growth 

capabilities (molecular beam epitaxy), and optimization of the hetero structure laser design. 
 

 The concept of semiconductor QDs was proposed for semiconductor laser applications by Arakawa and 
Sakaki in 1982, predicting suppression of temperature dependence of the threshold current. Henceforth, 
reduction in threshold current density, reduction in total threshold current, enhanced differential gain and high 
spectral purity/no-chirping were theoretically discussed in 1980’s. 

 
 QD lasers acquired more importance after significant progress in nanostructure growth in the 1990’s such as 

the self-assembling growth technique for InAs QDs. The first demonstration of a quantum dot laser with 
highthreshold density was reported by Ledentsov and colleagues in 1994. 
 

  Bimberg (1996) achieved improved operation by increasing the density of the QD structures, stacking 
successive, strain-aligned rows of QDs and therefore achieving vertical as well as lateral coupling of the QDs. 
In addition to utilizing their quantum size effects in edge emitting lasers, self-assembled QDs have also been 
incorporated within vertical cavity surface emitting lasers.[Ref:8] 

 

3. Why we would choose Quantum dots in laser 
 

 Size Factor and tunability of QDs: As the quantum confinement in a QD is in all three dimensions, tunability of 
a quantum dot laser (QDL) is higher than a quantum well laser (QWL). To be useful for devices, a QD should 
satisfy several important requirements. A lower limit of the QD size is defined by the condition that at least one 
electron level in a quantum dot is available. This critical size (Dmin) is strongly related to the conduction band 
offset (DEc) in the material system used. Assuming a conduction band offset of, 0.3 eV for, e.g. direct band gap 
GaAs   Al0.4Ga0.6As QWs, this would mean that the diameter of the QD should not be smaller than 40A Ê .This 
is an absolute lower limit of the QD size, since for QDs of this or even slightly larger size the separation between 
the electron level and the barrier continuum energy is very small and at finite temperatures evaporation of carriers 
from QDs will result in their depletion. For the InAs -AlGaAs system the conduction band offset is larger, while 
the electron effective mass is smaller, and the critical size is similar. If the separation between energy levels 
becomes comparable to the thermal energy (KT), population of higher-lying energy levels cannot be neglected. 
This equation establishes an upper limit for GaAs-AlGaAs QDs of, 120 A Ê , and of 200 A Ê for InAs-GaAs QDs, 
due to the much lower electron effective mass in the latter case. Efficient hole confinement requires even smaller 
sizes. However, if the optical transition matrix element between a ground state electron and a hole excited state is 
small, population of excited hole sublevels will not result in significant broadening of the gain spectra. In the last 
decade two principally different approaches have been explored to fabricate quantum dots. One way to fabricate 
QDs, by selective etching, or intermixing of quantum well structures, suffered either from insuf®cient resolution, 
or from defects introduced upon patterning and etching, from or both. For laser applications this way was 
originally followed. Using patterning techniques InGaAs/InGaAsP QD lasers were successfully realized, but they 
still showed a very high threshold current density of 7.6 kA/cm2 at 77 K . The real breakthrough in QD lasers is 
related to self-organized growth at crystal surfaces.[Ref: 3,8] 



 
 

 Gain in Quantum-Dot LASERS: Gain characteristics of QD lasers based on self
were studied for two systems: InGaAs QDs in AlGaAs matrix on GaAs substrate and InAs QDs in an InGaAs 
matrix on an InP substrate. A ground to excited state transition was 
current density of the model gain was calculated for the QD
characteristic regions are observed in the dependences of the gain and the lasing wavelength on current
both systems of QDs. These regions are attributed to the ground and excited state lasing in a QD array, 
respectively. Raising the current leads first to saturation of the QD ground state gain and then to a transition to 
lasing via excited states of QDs. The latter is characterized by three times higher gain saturation level. The higher 
the QD density, the higher will be both the transparency current 
3a) [Ref: 8,9,10] 

 
 

 

 

 

 

 

 

Since the total number of dots in the 
recombination volume of a typical ridge-waveguide laser exceeds a value of, 10^6, the very narrow gain spectrum of a 
single dot transition (demonstrated by Grundmann) transforms to a broad gain spectrum. Based on the structural 
parameters of the laser and the transition energies of ground and excited states one can calculate the material gain. 
Since the Bloch matrix element and the overlap integral are not exactly known in the case of a QD laser, one has to 
calibrate the gain spectra to absolute values by using the well known equilibrium value of the absorption coefficient 
from bulk GaAs.[Ref:8] 
 
Due to the lateral separation of the dots, carriers in different dots are thermally coupled only via the wetting layer
(WL) and GaAs barrier states [Ref: 8]. 
electroluminescence (EL) at different temperatures and at constant injection level, which follows an Arrhenius 
dependence (see Fig. 6b). The intensity ratio fits to 
suggested,[Ref.10] 
 
 
 
 
 
 
 
 
 
 
 

 

 Self-organized growth of quantum dots

is based on an effect, previously considered an undesirable by crystal growers. A layer of a material 
having a lattice constant different from that of the substrate, after some critical thickness is 
spontaneously transform to an array 
can exist a range of deposition parameters, where the islands are small 
shape, and form dense arrays. Theoretical 
renormalization of the surface energy of the facets, an array of equalized and equishaped 3D islands can 
represent a stable state of the system. 
grown InAs-GaAs material system by the 
reversible transition occurs when the surface stoichiometry is changed from As

Fig: 3a: Calculated material gain spectra 
as a function of excitation for an ensemble 
of InAs dots having a base length of 7 nm 
and a size distribution of 13%. The WL is 
assumed to be a ,0.5 nm thick, single 
quantum well. The inset shows the peak 
material gain (gmat) at ,1.28 eV and the 
differential material gain (dgmat/dN) as a 
function of current density. 

Fig: 3.b) Arrhenius plot of threshold current 
density of WL and QD electro luminescence 
(EL), proving thermal equilibrium of car
between QD and WL states. 

Gain characteristics of QD lasers based on self-organized quantum dots (QD
were studied for two systems: InGaAs QDs in AlGaAs matrix on GaAs substrate and InAs QDs in an InGaAs 
matrix on an InP substrate. A ground to excited state transition was observed with increasing threshold gain. The 
current density of the model gain was calculated for the QD-on-GaAs and the QD-on–InP injection lasers. Two 
characteristic regions are observed in the dependences of the gain and the lasing wavelength on current
both systems of QDs. These regions are attributed to the ground and excited state lasing in a QD array, 
respectively. Raising the current leads first to saturation of the QD ground state gain and then to a transition to 

s of QDs. The latter is characterized by three times higher gain saturation level. The higher 
the QD density, the higher will be both the transparency current -density and also the gain saturation level. (

Since the total number of dots in the 
waveguide laser exceeds a value of, 10^6, the very narrow gain spectrum of a 

transition (demonstrated by Grundmann) transforms to a broad gain spectrum. Based on the structural 
parameters of the laser and the transition energies of ground and excited states one can calculate the material gain. 

overlap integral are not exactly known in the case of a QD laser, one has to 
calibrate the gain spectra to absolute values by using the well known equilibrium value of the absorption coefficient 

dots, carriers in different dots are thermally coupled only via the wetting layer
. this fact is directly proved by the intensity ratio of QD and WL 

electroluminescence (EL) at different temperatures and at constant injection level, which follows an Arrhenius 
b). The intensity ratio fits to activation energy for the QD exciton to the WL of 25 meV. It was 

quantum dots :A solution to the problem of reliable quantum dot fabrication 

previously considered an undesirable by crystal growers. A layer of a material 
having a lattice constant different from that of the substrate, after some critical thickness is 
spontaneously transform to an array of three-dimensional islands. More recently, it was shown that there 
can exist a range of deposition parameters, where the islands are small (10 nm), have a similar size and 

Theoretical considerations show that due to the strain-
the surface energy of the facets, an array of equalized and equishaped 3D islands can 

system. This is directly confirmed for the most extensively studied MBE 
GaAs material system by the reversibility of the islanding surface planarization process. The 
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(planarization), and vice versa. High arsenic pressure results in a reduction of the characteristic QD size 
and in formation of high concentrations of dislocated InAs clusters. Thus, a stable array of 3D InAs 
islands on a GaAs (100) substrate exists only in some part of the `arsenic overpressure ±substrate 
temperature' phase diagram as is demonstrated
the QDs is high, interaction of the islands via the substrate makes also thei
If strained InAs islands are covered with a thin GaAs layer, the
top of the dots in the first sheet, resulting in a three
isolated or strongly vertically coupled 
diffraction. The size and the shape of InAs islands can 
Bright luminescence (300 K) from InGaAlAs QDs in (Al,Ga)As matrices can be tuned in the
1.39 micro meter. Modification of the
organization effects are also observed is the growth
GaAs shows the formation of large islands with
QD effects. Since the first presentation of a 
molecular beam epitaxy (MBE) and, s
the threshold current density to its ultimate limit determined by the transparency
states. For this purpose one has to increase the internal effi
carrier capture rate into the dots. This was considered
.However, soon after the first realization of lasers based
density was dramatically decreased and currently no fundamental obstacle
be foreseen.[Ref: 11,12] 
 

 Temperature dependence of threshold energy:
 
QD lasers are not as temperature dependent as traditional semiconductor lasers. This theory was utilized by 
applications and in 2004; temperature-independent QD lasers were invented in Fujitsu Laboratories.
 A non-equilibrium distribution of carriers between all dots in a dot
the gain spectrum. If this condition is strictly fulfilled, the peak gain should remain constant as a function of 
temperature (T) at constant injection level. An
carrier confinement was reported  for bulk lasers(As mentioned in development of QD laser at point no:2.d) placed in 
a magnetic field. Then a dramatic increase of T for a true single layer QD laser up to 425 K
structure, however, the breakdown of the non
leakage reduces the value of T at temperatures above 100 K. The carriers in the dots
(wetting layer) and the GaAs barrier, one can expect two loss mechanisms. First o
the injected carriers start to populate the barrier states due to thermal coupling, thus increasing
maintain the threshold gain of the QD laser. Secondly, non
current leakage. This leakage current is related to the quality of the epitaxial barrier layer (in particular the low
temperature GaAs) and does not present a principal limitation of the threshold current
efficiency of a single layer QD laser was originally about 40%. This value was improved to 50% by introducing multi 
layer QD structures. For a In0.5 Ga0.5As/GaAs and In
respectively. [Ref: 8] 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 4:  stimulated 
recombination of electron-hole 
pairs takes place in the GaAs 

quantum well region, where the 
confinement of carriers and the 
confinement of the optical mode 
enhance the interaction between 

carriers and radiation.[1] 
 

 

. High arsenic pressure results in a reduction of the characteristic QD size 
nd in formation of high concentrations of dislocated InAs clusters. Thus, a stable array of 3D InAs 

islands on a GaAs (100) substrate exists only in some part of the `arsenic overpressure ±substrate 
temperature' phase diagram as is demonstrated also for MOCVD growth. When the surface density of 
the QDs is high, interaction of the islands via the substrate makes also their lateral ordering favourable. 
If strained InAs islands are covered with a thin GaAs layer, the islands in the second sheet are formed on 

rst sheet, resulting in a three-dimensional ordered array ofQDs being either 
vertically coupled as resolved by transmission electron microscopy

size and the shape of InAs islands can be changed by changing the deposition mode. 
InGaAlAs QDs in (Al,Ga)As matrices can be tuned in the

cation of the QDPL energy is also possible via post-growth 
fects are also observed is the growth of InxGa12xAs, GaSb or InSb on (100). 

GaAs shows the formation of large islands with a disk like shape, with a diameter too large to show clear 
rst presentation of a photo pumped lasing in self-organized QDs obtained using 

, soon after, an injection laser , efforts were undertaken to decrease 
density to its ultimate limit determined by the transparency condition for the dot 

increase the internal efficiency of irradiative recombination
carrier capture rate into the dots. This was considered to be the most serious limitation for QD lasers 

rst realization of lasers based on self-organized QDs in 1994, the threshold 
dramatically decreased and currently no fundamental obstacle for using QDs for lasers can 

Temperature dependence of threshold energy: 

ndent as traditional semiconductor lasers. This theory was utilized by 
independent QD lasers were invented in Fujitsu Laboratories.

equilibrium distribution of carriers between all dots in a dot-ensemble should prohibit thermal broadening of 
the gain spectrum. If this condition is strictly fulfilled, the peak gain should remain constant as a function of 
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lk lasers(As mentioned in development of QD laser at point no:2.d) placed in 

increase of T for a true single layer QD laser up to 425 K was reported i
breakdown of the non-equilibrium carrier distribution and the temperature dependent current 

of T at temperatures above 100 K. The carriers in the dots are thermally coupled to the WL
one can expect two loss mechanisms. First of all, with increasing 
the barrier states due to thermal coupling, thus increasing the 

QD laser. Secondly, non-radiative recombination in the barrier might increase 
current leakage. This leakage current is related to the quality of the epitaxial barrier layer (in particular the low
temperature GaAs) and does not present a principal limitation of the threshold current the differential internal 

ncy of a single layer QD laser was originally about 40%. This value was improved to 50% by introducing multi 
As/GaAs and In0.3 Ga0.7As/GaAs QD laser the value is almost 70% and 81% 
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. When the surface density of 
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dimensional ordered array ofQDs being either 
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organized QDs in 1994, the threshold 
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the gain spectrum. If this condition is strictly fulfilled, the peak gain should remain constant as a function of 

lk lasers(As mentioned in development of QD laser at point no:2.d) placed in 
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 Electronic spectrum:  

 
Experimentally observed energy levels for electrons and holes agree with theoretical calculations based solely on 
the QD geometry derived by HRTEM images. 
atomic like luminescence line, which does not show 
of an electronic QD. The transparency condition in a QD with a two
state is reached when it captures one exciton. Then, the probabili
statement is correct if the separation between exciton and biexciton
inhomogeneous broadening. If this separation is larger, a QD occupied by an exciton
photon having the exciton-energy but will show stimulated emission. Thus, in thiscase, which is, e.g
II-VI materials, finite gain appears also for single excitons. Increase in the 
of QD excitonic gain followed by its decrease, due
other hand, biexciton absorption first increases and then drops to zero and converts to gain,
become populated with two electron-hole pairs. Charg
state absorption is no longer possible. If
population of QDs with electrons, holes and excitons is defi
and is not a function of temperature. The gain
electrons and holes are captured in a correlated or uncorrelated manner. We note that there
not simply given by the product of electron and hole density
from dots may result in the predominant population of deeper QDs and in a negativeT
is different in these cases: the gain maximum keeps its maximum energy with excitation
while it shifts to higher photon energies 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig: 5 Schematic band structure of a quantum dot laser with self
dots vertically aligned along the growth direction, which is formed during the growth, of multiple QD layers is 
illustrated schematically. Typically the dot area density in the (100) plane
distribution is around 10%. The distance between the dot layers is 5 nm and the real dot density in the recombination 
volume with a thickness of 200 nm is6 × 10
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

In order for QD lasers compete with QW lasers, two major 
issues have to be addressed: 
A large array of QDs has to be used because their active 
volume is very small. An array of QDs with a narrow size 
distribution has to be produced to reduce in homogeneous 
broadening. Furthermore, that array has to be without defects 
that degrade the optical emission by providing alternate 
nonradiative defect channels. 
The phonon bottleneck created by confinement limits the 
number of states that are efficiently coupled by phonons due to 
energy conversation. Therefore, it also limits the relaxation of 
excited carriers into lasing states. This bottleneck causes 
degradation of stimulated emission (Benisty et al., 1991). 
However, other mechanisms can be used to suppress that 
bottleneck effect. (e.g. Auger interactions) 
 

Experimentally observed energy levels for electrons and holes agree with theoretical calculations based solely on 
etry derived by HRTEM images. Remarkable property of a QD is a narrow (

which does not show broadening with temperature, directly manifesting 
The transparency condition in a QD with a two-fold degenerate electron and 

when it captures one exciton. Then, the probability to emit or to absorb light is 
if the separation between exciton and biexciton energy levels is 

this separation is larger, a QD occupied by an exciton cannot absorb a second 
energy but will show stimulated emission. Thus, in thiscase, which is, e.g

also for single excitons. Increase in the excitation density
its decrease, due to the larger fraction of QDs filled with

increases and then drops to zero and converts to gain, 
hole pairs. Charged excitons and biexcitons provide fi

possible. If there is no transport between QDs (particularly atlow temperatures) the 
holes and excitons is defined by the capture and recombination

. The gain-current relation depends on the capture
in a correlated or uncorrelated manner. We note that there 

electron and hole density. At high temperatures, thermal 
predominant population of deeper QDs and in a negativeT0 value. The gain 

gain maximum keeps its maximum energy with excitation density in the fi
photon energies in the second. [Ref: 8] 

Schematic band structure of a quantum dot laser with self-organized dots under forward 
dots vertically aligned along the growth direction, which is formed during the growth, of multiple QD layers is 
illustrated schematically. Typically the dot area density in the (100) plane is 4 × 10ଵ cm

around 10%. The distance between the dot layers is 5 nm and the real dot density in the recombination 
10ଵହ𝑐𝑚 −ଷ for three QD layers. 

Figure: 6 –
efficiency between a QWL and 

a QDL
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degradation of stimulated emission (Benisty et al., 1991). 
However, other mechanisms can be used to suppress that 
bottleneck effect. (e.g. Auger interactions) [Ref: 3, 11, 13] 
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4. Construction Of laser 
4.1 Optical cavity [Ref: 9,14] 
Lasing action is similar to LED emission, but there are some additional device structures that need to be incorporated. 
The main requirement for an LED is that one side of the device should have transparent conductors and the other side 
should be reflecting so that the light can be extracted from one side. In lasers, the intensity of the emitted radiation 
should be high. To build up intensity, optical cavities are used where light is bounced back and forth to develop the 
high intensity. A schematic of an optical cavity is shown in figure 8. An optical cavity or optical resonator has two 
reacting mirrors. One of the mirrors is made totally reflecting, while the other side is partially reactive, so that 
radiation is emitted from the other side. Typical resonators are called Fabry-Perot resonators fig: 7, which consist of 
smooth parallel walls perpendicular to the junction. The optical resonators are so placed that the distance between 
them (L) is related to the wavelength of the emitted laser(𝜆), given by 
 

L=𝑚
ఒ

ఎ
 …………… (6) 

 
m is an integer and𝜂is the refractive index of the lasing medium. Typically,L is much larger than 𝜆. The Fabry Perot 
cavity laser device arrangement is shown in figure 11. [Ref: 9, 14] 
 
 
 
R1 and R2 are the reflectivity of the two mirrors. Lasing occurs when the gain due to emission (g) is greater than the 
loss due to absorption (𝛼).The net gain for this system, as a function of distance within the cavity, iswritten as 

𝜙(z) = R1R2 exp [(g-𝛼) z] ………… (7) 
 

For the arrangement shown in figure 5 the total path length is 2L. So thenet gain occurs when 
 

𝜙(z) = R1R2 exp [(g-𝛼) z] ]> 1 ………………..(8) 
 

It is possible to define an threshold gain for lasing as 
 

𝑔௧ = 𝛼 +
ଵ

ଶ
ln(

ଵ

ோଵோଶ
) ……………….. (9) 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 8: Schematic of the laser optical cavity (a) Side 
view (b) Front view.  
The optical cavity is located at the centre of the device. 
Carriers are injected into the centre to created 
population inversion and stimulated emission. The laser 
light generated is built up in this layer, before it is 
finally emitted.  

Fig: 7 Fabry-Perot cavity for lasing action. The 
two surfaces have reflectivity R1 and R2, with 
transmission coefficient equal to 1- R. If R1 > 
R2, then light will be emitted from the second 
surface and vice versa. Adapted from Physics 
of semiconductor devices - S.M. size. 

Higher the values of reflectivity smaller are the threshold gain required for lasing action. 
Similarly, lower the losses due to absorption, smaller is the threshold gain for lasing. 



 
 

4.2 Wave guiding [Ref:9] 
The optical cavity helps in building up the laser intensity but it also important to confine the beam within the lasing 
medium i.e. the beam must be confined in the direction parallel to the light propagation. This is done by wave guiding 
and it makes use of the concept of total internal reflection. The wave guiding arrangement for a double hetero junction 
based laser is shown in figure 9. The active region is the GaAs region which is confined between two AlGaAsregions. 
The higher band gap AlGaAs regions serve to confine the charge carriers within the GaAs region and increase 
recombination efficiency. This is similar to the band structure in a double hetero-junction LED. Also, the refractive 
indices of the materials are such that the AlGaAs regions also confine the emitted radiation within the active region. 
Let nr1, nr2, and nr3 be the refractive indices of the AlGaAs, GaAs, and AlGas layer respectively, from figure 10. 
The the condition for total internal reflection in the active region is that 
 

𝑛ଶ>𝑛𝑟1 &𝑛ଷ 
 

The band gap (Eg) and refractive index (nr) of AlGaAs (formula AlxGa1-x As) depends on the value of x and is given 
by 

Eg = 1.42 + 1.247X………….. (10) 
 

nr = 3.590 - 0.710𝑋- 0.091𝑋ଶ ……….(11) 
 
 

The AlGaAs performs the dual role of band gap engineering (as in LEDs) and also optical engineering. For a value of 
x = 0:3, Egis 1.8 eV and nr is 3.38. This is lower than the refractive index of GaAs, which is 3.59. It is possible to 
calculate a critical angle for total internal reflection (𝜃c), with respect to the normal to the interface, as shown in figure 
7. This is given by 

𝜃  =  sinିଵ ቀ
మ

భ
ቁ …………… (12) 

 
Below 𝜃c, only partial reflection occurs, while above 𝜃c there is total internal reflection. For x = 0:3, this critical angle 
is 70.3° with increasing x, n2 reduces even further and the value of 𝜃c reduces. Also, increasing x increases band gap 
and carrier confinement. Hence, these two effects go together in improving lasing efficiency. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 

 

 

 

Figure 9 :Wave guiding in a hetero-junction 
laser. The beam is confined to the active 
GaAs region by total internal reflection at the 
GaAs-AlGaAs layer. This is because the 
refractive index of the GaAs is higher than 
AlGaAs.  

Figure 10: Critical angle for total internal 
reflection when light passes from a medium 
with higher refractive index to one with a lower 
refractive index. At angles above the critical 
angle, total internal reflection occurs, while 
refraction occurs for lower angles. 



 
 

 
4.3 Quantum Dot Gain Simulator: 
Gain is very important information when working with lasers. And it is the light produced by stimulated emission and 
we need energy source to sustain the gain. Moreover gain happens inside the laser cavity [9]. 
lasers that exhibit broad gain bandwidths and ultrafast carrier dynamics represent compact sources for the gene
of ultra short pulses. A model of the gain and threshold current density of a semiconductor quantum dot (QD) laser has 
been developed. Optimization of the structure has been carried out, aimed at minimizing the threshold current density. 
Expression for the gain is as follows: 
 
 
 

𝑔 = 𝑔௦௧௧

 
 
Where,𝐽,𝛾 factor and 𝑔௦௧௧are, respectively, the transparency current density, an additional gain parameter that must 
be of the order unity in a real QD array and the saturation gain level.

 
o Kinetic Equations: 

 Multimode rate equations: In the multimode formulation, the rate equations

optical modes. This formulation requires one equation for the carrier density, and one equation for the photon 
density in each of the optical cavity modes

 

 

   

 

 

o where: N is the carrier density, P is the photon density, I is the applied current, e is the
charge, V is the volume of the
(s−1), Γ is the confinement factor,
the radiative recombination time constant, M is the number of modes modelled, μ is the mode 
number, and subscript μ has been added to G, Γ, and β to indicate these properties may vary for the 
different modes. 

o The first term on the right side of the carrier rate equation is the injected electrons rate (I/eV), the 
second term is the carrier depletion rate due to all recombination processes (described by the decay 
time 𝜏) and the third term is the ca
proportional to the photon density and medium 
ΓGP is the rate at which photon density increases due to stimulated emission (the same term in carrier 
rate equation, with positive sign and multiplied for the confinement factor Γ), the second term is the 
rate at which photons leave the cavity, for internal absorption or exiting the mirrors, expressed via the 
decay time constant 𝜏 and the third term is the contribution of spontaneous emission from the carrier 
radiative recombination into the laser mode

The Modal Gain: Gμ, the gain of the μth mode, can be modelled by a parabolic dependence of gain on wavelength as 

follows: 

 
 
 
 
 

 

Gain is very important information when working with lasers. And it is the light produced by stimulated emission and 
need energy source to sustain the gain. Moreover gain happens inside the laser cavity [9]. 

lasers that exhibit broad gain bandwidths and ultrafast carrier dynamics represent compact sources for the gene
A model of the gain and threshold current density of a semiconductor quantum dot (QD) laser has 

en developed. Optimization of the structure has been carried out, aimed at minimizing the threshold current density. 

௦௧௧ [1 − exp {−
ఊ(ିబ)

బ
]………… (13) 

respectively, the transparency current density, an additional gain parameter that must 
be of the order unity in a real QD array and the saturation gain level. 

the multimode formulation, the rate equations model a laser with multiple 

. This formulation requires one equation for the carrier density, and one equation for the photon 
modes:[Ref: 1] 

 

where: N is the carrier density, P is the photon density, I is the applied current, e is the
, V is the volume of the active region, 𝜏 is the carrier lifetime, G is the gain coefficient 
is the confinement factor, 𝜏 is the photon lifetime, 𝛽 is the spontaneous emission factor,

the radiative recombination time constant, M is the number of modes modelled, μ is the mode 
number, and subscript μ has been added to G, Γ, and β to indicate these properties may vary for the 

n the right side of the carrier rate equation is the injected electrons rate (I/eV), the 
second term is the carrier depletion rate due to all recombination processes (described by the decay 

) and the third term is the carrier depletion due to stimulated recombination
proportional to the photon density and medium gain. In the photon density rate equation, the first term 
ΓGP is the rate at which photon density increases due to stimulated emission (the same term in carrier 
rate equation, with positive sign and multiplied for the confinement factor Γ), the second term is the 
rate at which photons leave the cavity, for internal absorption or exiting the mirrors, expressed via the 

and the third term is the contribution of spontaneous emission from the carrier 
ation into the laser mode.[Ref:14] 

mode, can be modelled by a parabolic dependence of gain on wavelength as 
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Gain is very important information when working with lasers. And it is the light produced by stimulated emission and 
need energy source to sustain the gain. Moreover gain happens inside the laser cavity [9]. Quantum-dot (QD) 

lasers that exhibit broad gain bandwidths and ultrafast carrier dynamics represent compact sources for the generation 
A model of the gain and threshold current density of a semiconductor quantum dot (QD) laser has 

en developed. Optimization of the structure has been carried out, aimed at minimizing the threshold current density. 
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model a laser with multiple 

. This formulation requires one equation for the carrier density, and one equation for the photon 
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the photon density rate equation, the first term 

ΓGP is the rate at which photon density increases due to stimulated emission (the same term in carrier 
rate equation, with positive sign and multiplied for the confinement factor Γ), the second term is the 
rate at which photons leave the cavity, for internal absorption or exiting the mirrors, expressed via the 

and the third term is the contribution of spontaneous emission from the carrier 
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Where: α is the gain coefficient and ε is the gain compression factor (see below). λ
μth mode, δλg is the full width at half maximum (FWHM) of the gain curve, the centre of which is given by:
 

 
 
 
 
 
 
Where λ0 is the centre wavelength for N = N
at threshold and is given by: 
 
 
 

 

Where β0 is the spontaneous emission factor

spontaneous emission FWHM. Finally, λμ is the wavelength of the μ

Where δλ is the mode of spacing. 
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The gain term, G, cannot be independent of the high power densities found in semiconductor laser diodes. There are 
several phenomena which cause the gain to 'compress' which are dependent upon optical power. The two main 
phenomena are spatial hole burning and 
power densities in semiconductor lasers, the gain equation is modified such that it becomes related to the inverse of 
the optical power. Hence, the following term in the denomin

: α is the gain coefficient and ε is the gain compression factor (see below). λμ is the wavelength of the 
is the full width at half maximum (FWHM) of the gain curve, the centre of which is given by:
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is the spontaneous emission factor, λs is the centre wavelength for spontaneous emission and δλ

is the wavelength of the μth mode and is given by: 
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The gain term, G, cannot be independent of the high power densities found in semiconductor laser diodes. There are 
several phenomena which cause the gain to 'compress' which are dependent upon optical power. The two main 

 spectral hole burning. To account for gain compression due to the high 
power densities in semiconductor lasers, the gain equation is modified such that it becomes related to the inverse of 
the optical power. Hence, the following term in the denominator of the following gain equation:
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is the full width at half maximum (FWHM) of the gain curve, the centre of which is given by: 

and k is the spectral shift constant (see below). Nth is the carrier density 

is the centre wavelength for spontaneous emission and δλs is the 

  

 

The gain term, G, cannot be independent of the high power densities found in semiconductor laser diodes. There are 
several phenomena which cause the gain to 'compress' which are dependent upon optical power. The two main 

To account for gain compression due to the high 
power densities in semiconductor lasers, the gain equation is modified such that it becomes related to the inverse of 

ator of the following gain equation: 



 
 
 

    

 

 
 

 Spectral Shift: A complete analysis of spectral shift during direct modulation found that the refractive index 

of the active region varies proportionally to carrier density and hence the wavelength varies proportionally to 
injected current. 
 

 

 

 Optical Quality Change in Output 
dot lasers 
 In contrast to conventional bulk or quantum well lasers, physical processes in QD lasers are expected to be 

considerably modified. Carriers localized in different dots may be unable to interact directly, resulting in a 
system without a global Fermi functio

  A QD laser may therefore behave as a collection of quasi
device characteristics, including the form of the lasing spectra; the subject of thi

 The laser device consists of ten layers of InAs
are separated by 250 Å of GaAs, resulting in electronically uncoupled dots5 and hence a true zero
dimensional system. The ten dot layers a
Al0.6Ga0.4As cladding layers of which the initial 1000 Å is undoped. SiN coated ridge devices of width 5
mm were fabricated using standard techniques.

  High resolution optical spectra at 77 K
nitrogen cooled Ge-p-i-n photodiode
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complete analysis of spectral shift during direct modulation found that the refractive index 

of the active region varies proportionally to carrier density and hence the wavelength varies proportionally to 

 

in Output light: InAs/GaAs self-organized quantum 

In contrast to conventional bulk or quantum well lasers, physical processes in QD lasers are expected to be 
considerably modified. Carriers localized in different dots may be unable to interact directly, resulting in a 

function and exhibiting a non- homogeneously broadened gain spectrum.
A QD laser may therefore behave as a collection of quasi-independent lasers with important consequences for 

device characteristics, including the form of the lasing spectra; the subject of this letter. 
The laser device consists of ten layers of InAs self organized QDs grown in a GaAs matrix.4 The dot layers 
are separated by 250 Å of GaAs, resulting in electronically uncoupled dots5 and hence a true zero
dimensional system. The ten dot layers are confined by 1000 Å of GaAs followed by 
Al0.6Ga0.4As cladding layers of which the initial 1000 Å is undoped. SiN coated ridge devices of width 5
mm were fabricated using standard techniques. 
High resolution optical spectra at 77 K were recorded using a double grating 0.85 m spectrometer and a liquid 

photodiode.[10] 
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complete analysis of spectral shift during direct modulation found that the refractive index 

of the active region varies proportionally to carrier density and hence the wavelength varies proportionally to 

organized quantum 

In contrast to conventional bulk or quantum well lasers, physical processes in QD lasers are expected to be 
considerably modified. Carriers localized in different dots may be unable to interact directly, resulting in a 

homogeneously broadened gain spectrum. 
independent lasers with important consequences for 
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 Fig 12.a) Emission spectra recorded as a function of current for a 2 mm 315mm cavity QD laser device. The 

upper inset shows the L vs I characteristic of the device. The lower inset compares lasing spectra of a QD 
(J52.2JTH) and  a QW, both with a 0.5 mm 320 mm cavity ~the QD spectrum has been shifted by 1600 Å for 
ease of display. 

 
 Fig. 12.b). High resolution emission spectrum of the QD laser for I530 mA. The upper three traces are 

expanded spectra of mode groups A, C, and H. 
 

 Fig. 12.c). Far-field lateral mode patterns obtained by scanning the tip of an optical fibre in the junction plane. 
Each pattern corresponds to analysis of the emitted light at the centre wavelength ~bandwidth 4.5 Å! of a 
given mode group as indicated in Fig.12.b. The uppermost curve is for the QW laser. The inset shows QD 
laser emission spectra recorded for different angular positions of the optical fibre. 
 

 The far-field patterns demonstrate that the spectrally separated groups of longitudinal modes correspond to 
different lateral intensity profiles although, in general, more than one group of modes exhibits the same far-
field pattern. The angular width of the single peak patterns (e.g., the QW laser, QD profiles I and H) is 
consistent with a value obtained from the Fourier transform of the fundamental lateral mode, indicating that 
the far-field patterns correspond to true lateral modes of the cavity. The inset to Fig. 15.c shows emission 
spectra recorded as a function of angle in the junction plane. Although the low spectral resolution does not 
allow the observation of individual longitudinal modes, the spectra clearly show the different angular 
dependencies of the various groups of modes. 
 

 Higher order lateral modes are observed at high injection currents in conventional lasers where inhibited 
carrier diffusion, due to the stimulated emission reduction of the carrier lifetime, results in spatial hole 
burning. The energy extraction efficiency of the fundamental mode is reduced and lasing occurs via higher 
order modes which have a different spatial profile. In a QD laser in-plane carrier diffusion will be severely 
inhibited for all currents by the rapid dot carrier capture which occurs on a time scale of  30 ps. The observed 
modal behaviour of the QD laser can be explained assuming a dot carrier capture rate which decreases as the 
dot carrier population increases. Lasing dots, which will on average have a lower population than non lasing 
dots, will act as a local trap for injected carriers resulting in an effective depletion of carriers following the 
profile of the corresponding lateral mode. Because of this spatial depletion, additional groups of dots which 
subsequently reach threshold lase via different lateral modes. 
 

5. Experiment 
 Precision tuning of InAs quantum dot emission wavelength by iterative laser annealing: 

[Ref: 15] 
o The QD microstructure (sample 02-161A) used in this study was grown on an S-doped (1 × 10ିଵ଼𝑐𝑚ିଷ) 

InP (0 0 1) wafer using chemical beam epitaxy A 3.3 monolayer (ML) thick InAs was grown on a 230 nm 
thick InP buffer to form the QDs. This was capped with a 150 nm InP layer and a further 3.3 ML of InAs 
to form QDs on the surface of the wafer. The surface dots were examined using scanning electron 
microscopy to provide an indication of buried dot density. All growth was performed at a temperature of 
510℃ .  

o A 20mm× 10 mm sample was cleaved from the 2-inch diameter wafer and its back and front surfaces 
were coated, respectively, with 500 and 50 nm thick SiO2 films to prevent material decomposition during 
high-temperature annealing. A cross-section view of the investigated QD microstructure is shown in Fig 
13.a) before annealing, the sample was cleaned sequentially with Opticlear, acetone, and isopropyl 
alcohol and rinsed with deionised water. 

o The laser annealing setup is shown schematically in Fig.13.)b. It includes a 150W 980 nm fibre-
coupled laser diode (LD) designed for irradiation of the backside of the sample. The irradiation 
increases the temperature of a 10 mm diameter spot to a maximum of 500℃, which is below the 
threshold for intermixing of the investigated microstructure.  

o Note that direct heating of a semiconductor wafer with LD, as opposed to using a conventional hot 
plate, allows rapid cooling of the wafer between processing steps. This is advantageous for rapid 
employment of photoluminescence (PL) diagnostics and, although not applied in the current 
experiment, it would also allow processing without the need of relocating the wafer between the 
laser and diagnostics stations.  



 
 

o A closed loop system consisting of an IR camera coupled with the LD power supply was employed to 
provide a stable background temperature. The sample background temperature was monitored 
with a custom IR camera capable of collecting temperature maps at 10 Hz. By irradiating the front 
surface of the sample with a focused beam of a CW 1064 nm Nd:YAG laser operating in a TM00 
mode, a series of high-temperature spots were created, one after another.  

o The temperature of each spot was set at 700℃ and measured with a Micron M680 infrared (IR) 
pyrometer collecting data from a 400 mm diameter area. The use of two laser sources allowed to 
avoid excessive heating of the sample with just the Nd:YAG laser and thus reduced the potential for 
damage of the sample surface. 

o Room temperature PL measurements were carried out with a commercial mapper (Philips, PLM-150) at a 
step resolution of 10 mm. The emission from as-grown samples was observed in the range of 1495–1500 
nm. With a 0.5 mm diameter Nd:YAG laser spot, the average diameter of the intermixing inducing spots 
was approximately 100 mm, which covered approximately 107 QDs. 

o A visible range camera operating at 15 Hz recorded images of the sample, which allowed relocation to its 
original position each time it was removed for collecting PL measurements. An image recognition 
procedure was employed to identify the position of individual spots. The computer-based procedure 
employed a Lab-VIEW interface, which allowed the precision of spatial and rotational positioning of 
samples to within ±5 mm and 0.05 deg, respectively 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 13: Cross-section view of the QD microstructure (a) investigated with the 
ILA technique that makes use of a laser diode (980 nm) and a CW Nd:YAG laser 
(1064 nm) for selective area annealing of a sample installed on a graphite plate 
(b). 

a.) b.) 

Fig. 14. Scanning electron micrograph 
of the InAs/InP QD sample surface 
before any processing 



 
 

 
Results and discussion 
Fig. 13 shows a scanning electron microscope image of the surface of the sample before any processing was 
performed. A surfacedensity of 320/mm2 InAs dots was measured, typical for self assembled dot structure on 
InP. To investigate the effect of selective-area QD intermixing, we first fabricated two series of 3 spots annealed 
either for 30 or 15 sec. This produced spots emitting at 1483 nm (A1), 1478 nm (A2) and 1482 nm (A3) in the 
first series, and at 1485 nm (B1), 1492 nm (B2) and 1494 nm (B3) i
maps of a sample processed under these conditions are shown in
demonstrate the fabrication of spots emitting at 1475 nm in the first series, and at 1485 nm in the second 
series. This was achieved with 3 separate follow up steps, where individual spots were processed for 
empirically determined annealing times. For instance, a 3 nm blue shift of A1 from the initial 1483 nm was 
obtained following a 5s anneal 

 
(Always at 700 °C), and additional 3 and 2 s anneals
respectively. This procedure allowed us to tune all the spots in this series to emit at 1475 nm, as illustrated in 
By applying a similar procedure, we fabricated a series of spots emitting at 1485 nm, as illustrated in 
of the annealing conditions and values of the most blue shifted wavelengths for processed spots are presented in 
1. Note that a meaningful annealing at 0.5 s is feasible with this technique thanks to the simultaneous application of 
the LD and Nd:YAG laser for heating of the wafer.
Being able to carry out selective-area annealing is of practical importance for the development of a
wafer level tuning of the QD emission. With the Nd:YAG laser delivering a 0.5 mm diameter spot, and driven by the 
requirement of interference-free annealing conditions, we have carried out processing of sites separated by 0.6 mm. 
The associated cross-section PL scans in Fig. 1
noticeable that the processing of spots A1-A3 had relatively weak to negligible influence on the results of processing 
B1-B3. We estimate that with a Nd:YAG laser delivering a 20 mm diameter spot, this approach should allow the 
fabrication of at least 4000 individual regions per mm2 emitting nominally at the same wavelength. Using selective
area growth techniques, each of these regions could be made
to fabricate arrays of single QDs all emitting at nominally the same wavelength. Due to the large ratio of the QD 
diameter to its thickness, the main effect of the observed intermixing (
growth direction. Previously, we discussed the amplitude of the ground state 
thickness of InAs QDs grown on GaAs, and we demonstrated that the intermixing leads to narrowing of the spectral 
emission from the intermixed material. The contour of PL scans characterizing each spot is determined by the profile 
of a laser-induced temperature, the number of different thickness QDs annealed within a spot and, ultimately, 
narrowing of the spectral emission of the intermixed material. For instance, a 3.8 times narrower emission from the 
ground state (E1 = 1078 nm) of InAs QDs on GaAs (001) blue shifted by 251 meV was observed by us previously
similar effect, however, would be more difficult to observe in the current experiment due to the relatively small blue 
shift amplitudes. As illustrated by room-
procedure, blue shift amplitudes of 14 and 8.3 meV have been induced between the as
and that fabricated in the centre of sites A2 (kblue = 1475 nm) and B1 (
these spectra is the result of a dense population of self assembled QDs and a scatter in their height of the order of three 
monolayers. It can also be seen that PL intensity of the intermixed QDs is slightly reduced in comparison to
as-grown material. The source of this degradation is most likely related to the laser
structural and optical properties of the SiO2 film employed for protecting the surface of annealed QDs. In addition to 
the increased surface roughness, densification of a laser annealed dielectric film is another 
influence the PL signal. The effect of the PL intensity degradation after laser annealing requires detailed studies that 
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empirically determined annealing times. For instance, a 3 nm blue shift of A1 from the initial 1483 nm was 
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of the annealing conditions and values of the most blue shifted wavelengths for processed spots are presented in 

a meaningful annealing at 0.5 s is feasible with this technique thanks to the simultaneous application of 
the LD and Nd:YAG laser for heating of the wafer. 

area annealing is of practical importance for the development of a
wafer level tuning of the QD emission. With the Nd:YAG laser delivering a 0.5 mm diameter spot, and driven by the 
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Fig. 15 illustrate wavelength profiles of the QD intermixed material. It is 
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h a Nd:YAG laser delivering a 20 mm diameter spot, this approach should allow the 
fabrication of at least 4000 individual regions per mm2 emitting nominally at the same wavelength. Using selective
area growth techniques, each of these regions could be made to contain just a single QD, allowing our ILA technique 
to fabricate arrays of single QDs all emitting at nominally the same wavelength. Due to the large ratio of the QD 
diameter to its thickness, the main effect of the observed intermixing (band gap shifting) is due to diffusion in the 
growth direction. Previously, we discussed the amplitude of the ground state blue shifting
thickness of InAs QDs grown on GaAs, and we demonstrated that the intermixing leads to narrowing of the spectral 
emission from the intermixed material. The contour of PL scans characterizing each spot is determined by the profile 
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respectively. This procedure allowed us to tune all the spots in this series to emit at 1475 nm, as illustrated in Fig. 15b. 
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exceed the scope of this publication. Fig. 15b shows 4 K PL spectra of the InAs QD microstructures probed at site A3, 
and between sites A2 and A3 fabricated by the ILA technique. The three maxima observed in these plots indicate the 
presence of three families of InAs/InP islands where each family has a thickness strongly peaked around an integer 
number of monolayers. An approximate blue shift of 12 nm (~7.5 meV) has been observed in this case although this 
amplitude is more resolvable for the centre and low-energy maxima. A reduced intensity of the high-energy feature at 
k ~1330 nm, following the annealing step, seems to be related to a reduced number of the family of thinner QDs 
contributing to the observed PL spectrum. It is worth mentioning that these observations are consistent with the results 
of intermixing InAs/InP QDs induced with conventional annealing techniques where the relatively small wavelength 
shifts, as observed here, correspond to small changes in dot morphology. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig:15 Photoluminescence wavelength maps of a laser annealed QD sample at selective sites for 30 s (a) and 15 s 
(c), and following a series of ILA steps designed to fabricate QDs emitting at 1475 nm (b) and 1485 nm (d). Cross-
section PL scans along the indicated black lines illustrate wavelength profiles of the QD intermixed material. 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

6. Practical Application of QD lasers: [Ref:16] 
 Large market anticipated for direct retinal imaging laser eyewearolution: 

A visible semiconductor laser module is installed in a pair of spectacles and is used to directly project images 
on to the retina of the wearer. Clinical trials are currently being conducted for this eye wear which will be 
used in the medical treatment for the vast number of low vision patients around the world. By using this laser 
eye wear those with poor eyesight will experience improvement in visibility in their everyday life. The global 
market for this laser eye wear is anticipated to reach about 150 billion yen by 2020. 

 
 

 World’s longest single photon source quantum cryptography communication:  
A breakthrough achievement has been made in the development of quantum-key distribution thrugh the 
telecommunication wave length band using a single photon source based on quantum dots. The world’s 
longest Quantum key distribution – distance of 120 km has been reached, which will enable secure intercity 
communication. Laser beams are strongly attenuated to a pseudo single photon limit. However, when QDs are 
used ,high purity single photons can be generated .such single photon source quantum cryptography holds a 
key advantage in practical application and also the system operation and management. 

 

 Cancer cell treatment: Laser ablation process for Hyperthermia: 
Ball shaped nano shells or QDs with a non conducting core like silica coated with silver and gold nano 
materials are when injected into cancer affected area of the body. When it is concentrated with the cancer 
cells, a laser beam (NIR, i.e. Near Infrared Radiation) is illuminated to produce heat and destroy the heat 
sensitive cancer cells. It is called photo-thermal effect. 
 

 Future fabrication of Quantum Dot lasers: The advantages of quantum dot based lasers compared to other 
conventional technologies have been realized for several years. Especially the free geometric parameters of 
quantum dot layers give probabilities to tailor the spectral gain profile applied to different types of QD lasers 
applications. Nevertheless, due to the intrinsic limitation of technologies, to realize quantum dot lasers with 
predicted properties met several difficulties. The requirement of further widening the parameters range in order to 
reducing the inhomogeneous line width broadening (we need homogeneous line width) is one of the aspects of 
developing quantum dot lasers. Using surface preparation technologies, lots of groups are working on the issue of 
further controlling the position and dot size for the self-organized technology. Once the developed methods can be 
implemented in the high density systems, the new technology will become the breakthrough in the history of 
quantum dot lasers development. Since the speed of carrier capture extremely increase the transport time and 
affects the modulation bandwidth, it is required to decouple the carrier capture from the escape procedure. 
Employing tunnel injections to quantum dots is a choice. Allowing the injection of cooled carriers, this method is 
able to achieve good performance without losing the extra carriers which often happens before due to the thermal 
relaxation. With the experiment done by comparing the QW lasers and QD lasers in term of raised gain at the 
fundamental transition energy with the constant broad band characteristics of quantum dot lasers, it is concluded 
the combination use of quantum dot and quantum well would tailor the material properties in a much wider range 
than using quantum dots or quantum wells alone. With the employment of further control of parameters and better 

Fig: 16 Room-temperature photoluminescence of as-grown InAs QDs and 15 nm (B1) and 25 nm (A2) blue 
shifted material (a), and low-temperature photoluminescence of InAs QD microstructures probed at site A3, 
and between sites A2 and A3 (b). 
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coupling technology and the breakthroughs which are already done, realizing quantum dot lasers as well as other 
quantum dot optoelectronic devices in commercial market is not so far away. [17] 
 

7. Conclusion: 

In summary, quantum dot lasers enable substantial performance improvements over quantum well devices due to their 
unique atom-like energy level structure properties that can be finely tuned by changing growth conditions. Their 
discrete density of states and in homogeneously broadened gain lead to lasers with low threshold, high continuous 
wave operating temperature, ultrahigh stability against optical feedback, and ultrafast gain recovery. Each of these 
concepts has been experimentally demonstrated, and due to the reduced sensitivity of quantum dots to crystalline 
defects, their advantageous properties are also starting to be shown for epitaxially integrated lasers on silicon, enabling 
significant improvements in manufacturing scalability. 
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PREFACE 

I am very happy to get this wonderful opportunity to do the review article on the topic 

“Dioxygen activation by Nonheme Iron enzymes and models”. It is a new kind of job I have 

done for first time. I have gained different experiences in this review work; I would cover 

fundamental aspects like Function of Dioxygen, why Dioxygen needs to be activated, the 

strategy of nature’s Dioxygen activation for serving the purpose and very interestingly how 

nonheme oxygenases enzymes activates Dioxygen and incorporated Dioxygen in various 

catalytic reaction. 

Also I have somewhat understood how chemists are trying to mimic natures strategy. In the 

biomimetic approach for the reductive activation of O2, and many modeling studies for 

developing variety of iron-oxygen oxidants from O2 in presence of sacrificial reductants. 

And I have found different reaction intermediates where high oxidation states of Iron center 

is shown and well described by many experimental results. 

Finally I have gone through many research papers on the topic so I studied new things which 

enriched my knowledge. 
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Abstract: 

Nature always prefers iron containing metalloenzymes for biological transformation. Recent 

days nonheme iron enzymes are received more attention for recent availability of different 

crystal structure of different enzymes, so 2-Histidine-1-Carboxylate facial triad motif a new 

structural motif for activation of dioxygen. 

Iron-Oxygen Oxidant catalyses various types of reaction most common oxyfunctionalization 

of hydrocarbons, cis-dihyhydoxylation. So active site non heme iron enzymes studied here, 

trapping the intermediates finding the mechanisms and biomimetic approach done to make 

bioinspired iron oxidants, thus with the help of synthetic ligand small models are done and 

mimicking nature’s strategy towards oxygen activation.  

Synthesis of The ternary iron(II)-benzilate complex [(TpPh2)FeII(benzilate)] shown here, and 

detailed study of  high valent Iron intermediates done with spectroscopic evidences. 

Introduction: 

Most organic substances are diamagnetic and oxygen is in triplet ground state, so reaction 

between them is spin forbidden process, thus dioxygen needs to be activated. 

Nature has well defined strategy to overcome the kinetic barrier through some 

metalloenzymes, nature has choosen the enzymes for their unique active site structure and 

hydrolytic and redox behavior. 

But recently nonheme iron enzymes are mainly focused for activation of dioxygen and then 

performing many catalytic reactions, in this review the activation strategy and catalytic 

reactions are explained; also small models studies are performed for generate bioinspired iron 

oxidants. 
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1. Biological Functions of Dioxygen: 

Aerobic organisms depend on dioxygen (O2) for the life processes. Themajor pathway of 

dioxygen use in aerobic organisms is the four-electron reduction to give two molecules of 

water per dioxygen molecule. This reaction, coupled with the oxidation of electron-rich 

organic foodstuffs such as glucose, is the major source of energy in aerobic organisms. 

However, this apparent simple biological oxidation reaction involves a series of complicated 

enzyme-catalyzed reactions to synthesize one of the most important biomolecule ATP, the 

‘energy currency’ for the organism. Another use of dioxygen in aerobic organisms is to 

function as the source of oxygen atoms in the biosynthesis of various molecules in metabolic 

pathways or in the process of biodegradation of toxic compounds. Dioxygen converts lipid-

soluble molecules to water-soluble forms for purposes of excretion. These reactions are also 

enzyme-catalyzed, and the enzymes involved are either monooxygenase or dioxygenase 

enzymes depending on whether one or both of the oxygen atoms from dioxygen are 

incorporated into the final oxidized organic product. 

2. Why Dioxygen needs to be activated? 

The reaction of dioxygen with majority of organic substrates is exothermic and 

thermodynamically favorable. However, molecular oxygen is relatively inert toward organic 

substrates at ambient temperature due to its triplet ground state (3O2). The sluggishness of 

Dioxygen reactions with the biological substrates 

having singlet ground state (1S) is due to the kinetic 

barrier of these reactions. Hence dioxygen needs to be 

‘activated’ for aerobic life processes. The obvious 

question that arises at this point is how dioxygen gets 

activated to carry out the oxygen-dependent metabolic 

processes in the biological systems and how nature 

manages the processes with such efficiency. 
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3. Nature’s strategy for Dioxygen activation: 

 

Nature has a well define strategy for dioxygen activation involving many metalloenzymes 

that carry out various biologically relevant oxidation reactions with high selectivity under 

ambient conditions. Metalloenzymes act as mediators between dioxygen and organic 

molecules to overcome the kinetic barrier. The metal centre in the active site of a 

metalloenzyme is often referred to as the ‘heart’ of the metalloenzyme and is coordinated by 

different amino acid residues from the protein backbone. This constitutes the primary 

coordination sphere of a metalloenzyme. Apart from the primary coordination sphere, the 

catalytic activity and selectivity of an enzymatic reaction is controlled by the adjacent non 

coordinating amino acid side chains and various non-covalent interactions. Metalloenzymes 

carry out a myriad of biological functions such as oxygen transport/storage, electron 

transport, metal transport, hydrolysis and many others. Transition metals in appropriate 

oxidation states react directly with triplet O2 to form Dioxygen adducts that can participate in 

reaction pathways leading either to the incorporation of oxygen atoms into organic molecules 

or to the oxidation of organic substrates Thus, in general, Nature’s strategy of dioxygen 

activation involves either transition metal ion (generally iron, copper, manganese, cobalt) or 

organic/inorganic cofactor (flavin, pterin) or both. 

4.Why Nature’s evolutionary selection of iron in various metalloproteins: 

 

Nature’s selection of a particular metal ion as the cofactor for a particular enzymatic reaction, 

excluding the others, owes its origin in the unique coordination chemistry of the metal ion, 

together with its hydrolytic and redox properties. Narute choose Iron in various 

metalloprotien due to its natural abundance (4th most abundant element on earth) and 

variable oxidation states. The bioinorganic chemistry of iron is rich and diverse. Iron 

containing enzymes catalyze a wide range of reactions such as oxygen transport/storage, 

electron transfer, oxidation and oxygenation. Thus, there exists an ancient and intimate 

relationship between iron and dioxygen. 
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5. Category of Iron Enzymes: Heme and Non heme 

 

Depending upon the diverse structure of the active site, iron containing metalloenzymes that 

activate dioxygen are classified into two main categories: heme and nonheme. In spite of the 

diversity in the active sites of these iron containing enzymes, a common mechanistic 

hypothesis for dioxygen activation, has been put forward, in which dioxygen first binds to the 

reduced iron centre. Depending upon the substrate/cofactor, different iron-oxygen oxidants 

are formed that carry out various biologically relevant oxidative transformation reactions. 

5.1 Heme Containing Oxygenases: 

 

Hemes are chemical groups that consist of a porphyrin ligand backbone, where the four 

equatorial nitrogen atoms of the porphyrin ring are coordinated to the iron centre. The iron 

centre may also have one or two axial ligands, typically histidine and/or cysteine. They are 

found in the active sites of many proteins involved in the metabolic oxidation reactions and in 

the transportation of oxygen gas. Oxygen binds to the iron centre and the reduced iron acts as 

a source or sink of electrons for redox reactions. In some enzymes, the porphyrin ring also 

acts as an electron source. 

 

 

 

 

 

 

Scheme 1: Proposed mechanism of Dioxygen activation at the iron center by heme 

Cytochrome P-450 
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The Cytochrome P-450 is an important family of heme enzymes, which activate dioxygen 

and incorporate one of the oxygen atoms into a variety of biologically important substrates 

with concomitant two-electron reduction of the other oxygen atom to water. These groups of 

enzymes are known to catalyze hydroxylation, epoxidation, N-, S-, O-dealkylation, N-

oxidation, sulfoxidation, and dehalogenation. These oxidative transformations have 

significant role in carcinogen activation, drug, xenobiotic detoxification, and for the 

metabolism of steroid and prostaglandin. 

In the resting state, the enzyme has a low-spin ferric center (Scheme1), which is converted to 

a high-spin ferric center upon binding of substrate. Reduction of the ferric cytochrome P-450 

by one electron forms the ferrous cytochrome P-450. Dioxygen then binds to the iron (II) 

center to form an O2-adduct. Transfer of a second electron to the iron (II)-O2 adduct forms a 

peroxoiron (III) complex. Heterolytic O-O bond cleavage of the resulting peroxo complex in 

the presence of proton forms the reactive iron-oxo intermediate, often referred to as the π-

cation radical oxoferryl state, with concurrent production of water this iron-oxo intermediate 

oxidizes various substrates and release of product regenerates the resting site of the enzyme 

for further catalytic cycles. NADPH acts as the source of electrons and protons in the 

catalytic cycle. 

5.2 Nonheme Oxygenases: 

Nonheme enzymes are a group of iron containing metalloenzymes which have received most 

attention recently due to the explosion in the number of crystal structures available for 

different enzymes. In fact, this emerging class of enzymes now rivals the heme enzymes in 

terms of diversity of the versatile Oxidation reactions they catalyze.  However, unlike heme 

enzymes, mononuclear nonheme iron enzymes employ a variety of sacrificial reductants 

(organic/inorganic cofactors, often bonded to the active metal site of the enzyme) ligands to 

the metal center imparts these groups of enzymes to adopt a more flexible metal-coordination 

environment. Nonheme enzymes either have monoiron or diiron center forcatalytic reactivity. 

Dinuclear for the reductive activation of dioxygen. Such mechanistic scenario of binding a 

number of exogenous enzymes have two iron centers that are bridged by carboxylate or 
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oxo/hydroxo, and are coordinated by imidazole, carboxylate and sometimes by phenolate 

group of amino acid residues or by labile solvent molecules. These proteins are involved in 

oxygen binding (hemerythrin) and activation (methane monooxygenase, ribonucleotide 

reductase, Δ9 desaturase), and hydrolysis reactions (purple acid phosphatase). 

 

6. ‘2-His-1-Carboxylate Facial Triad’ Motif: Ganeral Aspect 

 
Accumulations of crystallographic data of a superfamily of mononuclear nonheme enzymes 

have unfolded a common structural motif at the active site. This structural motif consists of a 

mononuclear iron(II) center coordinated facially by two nitrogen atoms from histidine 

residues and one carboxylate oxygen from either a glutamate or aspartate residue (Fig 1.). 

The remaining three vacant sites are coordinated by labile water molecules in the resting state 

of the enzymes. This structural motif has been coined as the ‘2-His-1-carboxylate facial triad’ 

and serves as a versatile platform for dioxygen activation. In the presence of suitable 

cofactors/exogenous ligand and dioxygen, the labile water/solvent molecules are replaced to 

generate the substrate bound form of the active enzyme, which efficiently participates in the 

dioxygen activation pathway. This flexibility in the metal coordination chemistry is perhaps 

the reason for which this superfamily of enzymes catalyze an array of diverse oxidative 

transformations, many of which are of medical, pharmaceutical and environmental 

significance. 

 

 

 

 

 

 

 

 Fig 1: Schematic representation of the 2-His-1-carboxylate facial triad (X, Y and Z denote 

weakly bound solvent molecules or vacant sites). 
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7. The 2-His-1-carboxylate facial triad: enzyme groups 

 
The enzymes featuring the 2-His-1-carboxylate facial triad can be classified into five 

different groups based on their structural characteristics, reactivity, and specific requirements 

for catalysis. These groups are the (1) extradiol cleaving catechol dioxygenases, (2) 

Rieskeoxygenases, (3) a- ketoglutaratedependent enzymes, (4) pterin-dependent 

hydroxylases, and finally (5) a miscellaneous, catch-all category. The basic characteristics, 

recent developments, and illustrative examplesof each group will be discussed.(Fig 2) 

 

 

Fig 2: Reactions catalyzed by nonheme iron enzymes with the ‘2-His- 1-carboxylate facial 

triad’ motif. 

 

8. Versatile Oxidation Reactions Catalyzed by Nonheme Oxygenases 

 

 
Nonheme iron oxygenases catalyze a diverse array of challenging metabolic transformations 

which are fundamentally important to life. Selective oxidation of alkenes and alkanes by 

molecular oxygen is the strategy for synthesis of key metabolic components in biology. 
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Scheme 2:  Versatile oxidation reactions catalyzed by nonheme enzymes. 

 

The most important reactions catalyzed by the nonheme enzymes are the insertion of oxygen 

into unactivated C-H bonds (hydroxylation) of alkanes and cis-dihydroxylation of olefins. 

Other reactivities shown by nonheme enzymes include halogenation, desaturation, 

cyclization, ring expansion, epoxidation, aromatic hydroxylation, alkyl aromatic oxidation, 

alcohol oxidation, oxo transfer to sulfides, P-oxidation, N-dealkylation and decarboxylation 

(Scheme 2). Selective C -C bond cleavage reactions performed by nonheme oxygenases are 

an efficient approach adopted by Nature for the degradation of aromatic molecules to 

aliphatic products, which is an important step in the biodegradation of aromatics in the soil 

and groundwater. 

9. Reactive intermediates Nonheme Enzymes: 

To activate Dioxygen and to overcome the low one electron redox potential of dioxygen, 

additional reducing equivalents (sacrificial reductants) are necessary in the enzymatic cycle. 

Thus reductive activation of dioxygen leads to formation of different Iron-oxygen oxidants, 

which are oxidizing agents in enzymatic reactions. It is important to understand the reaction 

intermediates for the clear concept about the reaction, and also the role of co-factors in the 

dioxygen activation. 
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In the nonheme superfamily, the six-coordinate resting state of an enzyme is unreactive 

towards dioxygen. The binding of a substrate or co factor results in the formation of a 

coordinatively unsaturated five-coordinate species, which triggers the attack of dioxygen. 

After dioxygen binds to the iron(II)center, different iron-oxygen intermediates are generated 

depending upon the cofactors (Scheme 3). In the first step of the reaction with dioxygen, an 

iron(III)-superoxo species is formed. The fate of the iron(III)-superoxo species varies 

depending upon the subtle role played by the cofactor. The iron(III)-superoxo species may 

undergo one-electron reduction by receiving electron from the co-reductant to form an 

iron(III)-peroxo species. The iron(III)-peroxo on protonation forms an iron(III)-

(hydro)peroxo intermediate. The iron(III)-(hydro)peroxo species itself, or after reduction to 

an iron(II)-hydroperoxo species may undergo heterolytic O-O bond cleavage leading to the 

generation of high-valent iron-oxo-oxidants (Scheme 3). Alternatively, the iron(III)-superoxo 

species can abstract hydrogen from substrate to generate an iron(III)-hydroperoxo species. 

The mode of O-O bond cleavage of the resulting iron(III)-hydroperoxo species determines 

whether an iron(IV)-oxo or iron(V)-oxo species would form in the catalytic cycle (Scheme 

3). In addition to high-valen tiron-oxo oxidants, metal-superoxo, peroxo and hydroperoxo are 

key intermediates involved in the oxidation by nonheme oxygenases. 

 

 

 

 Scheme 3: Possible iron-oxygen intermediates formed in the reductive activation of 

dioxygen at mononuclear iron center. 
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10. Rieske Dioxygenases: 

 
Aromatic compounds are common contaminants in the soil and groundwater. The nonheme 

iron enzymes, Rieske dioxygenases, catalyze the cis-dihydroxylation of arenes in the first 

step of the bioremediation of aromatic pollutants. Apart from cis-dihydroxyaltion of arenes, 

Rieske dioxygenases efficiently catalyze the hydroxylation, oxo atom transfer to sulfides, O- 

and N dealkylation, and desaturation reactions. Over the last decades, Crystallographic data 

of several Rieske dioxygenases dioxygenase, have been reported. Among others, the well 

studied enzyme in this family is naphthalene dioxygenase. Rieske dioxygenases contain the 

‘2 His-1-carboxylate facial triad’ motif at the mononuclear active site. Additionally, there is 

an adjacent reductase component, called the reduced Rieske centre (Fe2S2cluster) for 

providing electrons between the NADPH and the oxygenase site of the enzyme (Figure 

3).Thus the enzymes consume equivalent amounts of dioxygen and substrate, and two 

equivalents of external electrons from the reductase unit. In a single subunit of each Rieske 

dioxygenses, the Rieske cluster and the mononuclear nonheme iron center are too far (~ 45 

Å) apart for electron transport. However, the quarternary structure allows the electron transfer 

from a Rieske cluster to the mononuclear iron center from another subunit situated at a 

distance of 12 Å. 

 

 
Fig 3:  

(a) Active site of the nonheme iron center and the reductase unit ofnaphthalene-1,2-

dioxygenase (NDO) within α-subunits of the enzyme. Aconserved aspartate acts as a bridge 

between the two α-subunits. Crystalstructures of (b) the iron-oxygen intermediate and (c) the 

product bound ironcenter. 

 

In the electron transfer process, a fully conserved aspartate residue acts as a bridge between 

the oxygenase and reductant component of the Rieske enzymes (Figure 3). Mutation studies 

have revealed the loss of catalytic reactivity upon substitution of the aspartate residue by 
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other amino acids. Thus, for the four-electron reductive activation of dioxygen concomitant 

with the cis-dihydroxylation of alkenes, two electrons are provided by the substrate(alkene) 

itself and the other two electrons are supplied by NADPH via the Rieske cluster to the 

nonheme iron active site .Crystal structures of naphthalene-1,2-dioxygenase (NDO), isolated 

from Psudomonas putida, as adduct an oxygen as well as in the product bound form provide 

useful insights into the nature of active intermediate responsible for cis-dihydroxylation 

reaction of alkenes (Figure 3b and Figure 3c). The oxidized substrate bound structure of 

NDO reveals an FeIII centre coordinated by a bidentate naphthalene cis-1,2-dihydrodiol. 

Crystal structure of the oxidized form of NDO, under controlled oxygen environment and in 

the absence of substrate, reveals a side-on bound iron-oxygen adduct with asymmetric Fe-O 

bond distances of 2.24 and 2.32 Å (Figure 3b). The O-O bond distance of1.46 Å is similar to 

that of reported synthetic iron(III)-peroxo intermediates. The intermediate was thus suggested 

to be a side-on bound iron(III)-hydroperoxide. The structure clearly indicates that the 

formation of an iron(III)-superoxide intermediate initiates the reaction with dioxygen to form 

the corresponding peroxide/hydroperoxide species. 

  

Findings from enzymatic studies have revealed a general mechanism involved in the catalytic 

cycle of Rieske dioxygenases (Scheme 4). The substrate binds to the active site only when the 

Rieske cluster is reduced by receiving one electron from the redox partner (NADPH). This 

causes several conformational changes in the protein backbone creating space for dioxygen 

binding. Dioxygen bonded to the iron center undergoes reductive activation to form a side-on 

bound iron(III)-peroxide and subsequently a hydroperoxo intermediate upon protonation. 

This hydroperoxo moiety may react directly, or may undergo heterolytic O-O bond cleavage 

for generation of highvalent iron-oxo oxidants to carry out cis-dihydroxylation of alkenes. 

Heterolytic O-O cleavage of iron(III)-hydroperoxide would form an iron(V)-oxo-hydroxo 

intermediate. The final iron(III)-diol complex, undergoes one-electron reduction at the 

nonheme iron center to form ferrous(FeII) state at the active site. The resulting iron(II) 

complex releases the cis dihydroxylated product and regenerates the enzyme to its resting 

state for further catalytic cycles (Scheme 4). However, there is a debate as to whether theiron-

(III)-(hydro)peroxo species itself performs the cis-dihydroxylation or the OO bond is cleaved 

to form a high-valent iron(V)-oxo-hydroxo oxidant prior to cis-dihydroxylation. Different 

mechanisms for the actual oxygen insertion step have been proposed. Theoretical calculations  
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suggest a concerted pathway where the O-O bond is cleaved concomitantly with the 

formation of an epoxide which then subsequently form an arene cation, and finally to the cis 

diol.A high activation barrier is found for the mechanism involving O-O bond cleavage prior 

to attack of the substrate. On the other hand, O-O cleavageprior to substrate oxidation would 

give rise to an Fe(V)-(oxo)(hydroxo)intermediate. Isotope labelling experiments with H218O 

in the dihydroxylation reaction by H2O2 in enzymatic studiessupport the O-O bond cleavage 

prior tocis-dihydroxylation. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Scheme 4: Proposed mechanism for the cis-dihydroxylation reaction catalyzed Rieske 

dioxygenases. 

  

Interestingly, while studying the mechanism of benzoate dioxygenase, Ballou et al. have 

proposed that the iron(III)-hydroperoxide species may undergo one electron reduction to an 

iron(II)-hydroperoxide (Scheme 4),which decays to an iron(IV)-oxo-hydroxo intermediate 

upon heterolytic O-O bond cleavage. From the above mechanistic considerations, it is evident 

that Rieske dioxygenases employ an ordered mechanism in which dioxygen binds to the 
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active site only after the substrate (alkene) is bound and the Rieske Fe2S2cluster is reduced. 

This ordered dioxygen activation mechanism is a clever strategy adopted by nature that 

prevents the oxidative inactivation of the enzyme in its resting state. 

 

Note: Other reactions catalyzed by nonheme iron enzymes with 2-His-1-Carboxylate facial 

triad motif, are not explained here. 

 

 

11. Biomimetic Approach: 

Biomimetic approach towards oxygen activation is a way to unfold the mystery of Nature’s 

dioxygen activation strategy. Metalloenzyme catalyzed oxidations often exhibit exquisite 

substrate specificity as well as regioselectivity and/or stereo selectivity, and operate under 

mild conditions. Understanding the structure-function relationship of O2-

activatingmetalloenzyme is important to find out mechanism of an enzymatic reaction. The 

bioinspired approach aims at reproducing specific structural features of the active site of the 

natural enzymes into the synthetic system. With these features incorporated, the synthetic 

systems are expected to perform the same catalytic transformation as the natural enzyme. 

Trapping of intermediates and probing the mechanism of enzymatic reaction would be much 

easier with small molecule model complexes. Furthermore, mechanistic studies of 

biomimetic catalysts would provide important insights into biological reaction pathways, thus 

completing a feedback loop relating studies of metalloenzymes to their synthetic models. 

 

However, development of efficient synthetic models is truly challenging. Ligand design, to 

replicate the primary coordination sphere around the actives site of enzyme. Moreover, 

assistance from outer sphere residues similar to the enzymatic system in small molecule 

models is a challenge for the bioinorganic researchers. A thorough characterization of 

reactive intermediates by various spectroscopic tools as well as detailed mechanistic 

investigations are equally important to elucidate the nature of the reactive oxidant and are 

important steps in the design of bioinspired oxidation catalysts. In nonheme chemistry, 

several bioinspired models of different oxygenases have been developed.  

 



Page | 20 
 

 

Fig 4: There are many others ligands used in biomimetic studies, these are not shown here. 
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12. Nucleophilic Iron-Oxygen Oxidant Derived from a Biomimetic Iron 

(II)-α-Hydroxy Acid Complex 

 

 

 
 
The nonheme iron enzymes Rieske dioxygenases catalyze the cis-dihydroxylation of arenes 

in the biodegradation of aromatic compounds. It is postulated that an iron(V)-oxo-hydroxo 

oxidant is responsible for the dihydroxylation reaction. An iron(IV)-oxo-hydroxo species has 

also been proposed as the active oxidant in benzoate dioxygenase. However, there is no direct 

experimental evidence for such oxidant in the catalytic cycle of Rieske dioxygenases. 

Inspired by the novel reactions catalyzed by Rieske dioxygenases, a number of nonheme iron 

complexes have been reported for bioinspired oxidation catalysis. The reported complexes 

have been shown to dihydroxylate or epoxidize olefins with excess hydrogen peroxide. The 

presence of ‘ready oxidant’ H2O2 and alkene together allowed the complexes to exhibit 

catalytic reactivity through putative high-valent iron-oxo oxidant. An iron(V)-oxo-hydroxo 

oxidant has been implicated to carry out the cis-dihydroxylation of aromatic rings in the 

reaction by a nonheme iron catalyst. Costas et al. have shown the existence of an iron(V)-

oxo-hydroxo species by variable-temperature mass spectrometry. Que et al. have proposed an 

iron(IV)-dihydroxy intermediate responsible for olefin cis-dihydroxylation. 

 

Studies on enzymatic and model systems have unfolded the necessity of sacrificial co-

reductants to generate useful metal-oxo oxidants. Taking lessons from nature, we have 

selected a series of α-hydroxy acids which serve as bioinspired sacrificial reductants to 

provide electrons and proton for thereductive activation of dioxygen. Of various α-hydroxy 
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acids that act as two electron reductants, they have selected benzilic acid as the sacrificial 

reductant 

 

 

 

Fig 5: Ligands used. 

 

Paria et al. have shown that benzilic acid underwent decarboxylation to form benzophenone 

in the reaction of an iron(II)-benzilate complex[(TpPh2)FeII(benzilate)] (1) of a facial N3 

ligand, hydrotris(3,5-diphenyl-pyrazol-1-yl)borate (TpPh2 in Figure 5) with dioxygen. The 

iron(II)-benzilate complex was capable of doing cis-dihydroxylation of cyclohexene with the 

incorporation of both the oxygen atoms of molecular oxygen into the diolproduct. In the 

oxidative transformation, an iron(IV)-oxo-hydroxo oxidant was proposed as the active 

oxidant. To get deeper insight into the role of α-hydroxy acid as the sacrificial reductant and 

also to elucidate the nature of theactive oxidant, we have explored the reactivity of the 

iron(II)-benzilate complex[(TpPh2)FeII(benzilate)] (1) toward external substrates. In this 

chapter, we havetried to establish the nature of the oxidant derived from the iron(II) benzilate 

complex and have demonstrated a protocol for harnessing the oxidizing capability of 

molecular oxygen in presence of electron and proton source to carry out various important 

oxidative transformation reactions. 
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12.1 Results and Discussion 

 
. Synthesis and Characterization 

 

The ternary iron(II)-benzilate complex [(TpPh2)FeII(benzilate)] (1) was synthesized by 

mixing the ligand KTpPh2, iron(II) perchlorate with a basic solution of benzilic acid in 

methanol. The 1H NMR spectrum of complex 1 inbenzene-d6 displays paramagentically 

shifted proton resonances supporting thehigh-spin state of iron(II) centre in complex 1 

Complex 1 crystallizes in a triclinic system with P1 space group . The X-ray crystal structure 

of 1 shows a distorted square-pyramidal iron(II) center (τ = 0.46) coordinated by the facial 

tridentateTpPh2 ligand and a monoanionic benzilate. The carboxylate group of 

benzilatecoordinates to the iron center in a bidentate mode . The average Fe–N bond length of 

2.092 Å is comparable to that of other reported FeII(TpPh2)complexes, while the iron-

O(carboxylate) distances indicate anunsymmetric bidentate binding mode (r(Fe1-O1), 

2.346(3) and r(Fe1-O2), 2.008(3) Å) . The hydroxyl group of the benzilate does 

notcoordinate to the iron center possibly due to the steric crowding from the phenylrings on 

the TpPh2 ligand. The five-coordinate iron(II)-benzilate complex (1) hasa vacant 

coordination site for binding of dioxygen. 

 

12.2 Dioxygen Reactivity of Complex 1 

 

The reaction of iron(II)-benzilate complex (1) with dioxygen was carried out in benzene. 

When exposed to dioxygen, the colorless solution of 1 forms a green solution over a period of 

20 min. The oxidized solution shows a characteristic charge-transfer band at 600 nm in the 

UV-Vis spectrum (Figure5). The green species corresponds to an iron(III)-phenolate species 

ofTpPh2* ligand in which the ortho carbon of one of the 3-phenyl rings on the ligand gets 

hydroxylated. This is also evident from the ESI-mass spectrum of the final oxidized solution, 

which exhibits ion peak at m/z = 740.2 attributable to[(TpPh2*)Fe]+ (Figure 6a). Moreover, 

the X-band EPR spectrum at 77 Kshows a rhombic signal at g = 4.3, (Figure 5 ) typical of a 

high-spiniron(III) complex. 1H NMR and GC-MS analyses of organic products obtainedfrom 

the oxidized solution clearly establish the quantitative decarboxylation of benzilate to 

benzophenone. 
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Fig 5: 

Optical spectra of 1 under nitrogen (orange line) and of 1 after reaction with dioxygen (green 

line) in benzene (0.5 mM) at 298 K. Inset: EPR spectrum of the oxidized solution of 1 at 77 

K. 

 

To understand the source of the atomic constituents of dioxygen, labeling experiments were 

performed. The ESI-MS of the oxidized solution of 1after the reaction with 18O2 in benzene 

displays an ion peak at m/z = 742.2 with the expected isotope distribution pattern attributable 

to [(TpPh2*)Fe]+ (Figure6b). This indicates that one oxygen atom from 18O2 is incorporated 

into the ligand backbone. However the ketonic product benzophenone derived from 1does not 

contain any labeled oxygen, as confirmed by GC-MS analysis. A mixed labeling experiment 

with 16O2 and H218O reveals no incorporation of labeled oxygen into the hydroxylated 

ligand backbone. It is clear from the dioxygen reactivity of 1 that the α-hydroxy 

acid(benzilate) coordinated to the iron(II) centre undergoes oxidative decarboxylation to form 

the corresponding carbonyl compound (benzophenone).The importance of -OH group of α-

hydroxy acid in the oxidative decarboxylation mechanism has already been reported, where it 

has been shown that 2-methoxy-2-phenylacetate (which lacks a -OH group) or2-methoxy-2-

methylpropanoate (MMP) (which has neither an α-C-H bond noran O-H bond) did not 

undergo oxidative decarboxylation; α-methoxy acids were isolated quantitatively. These 

results unambiguously established the involvement of O-H group to initiate the 

decarboxylation reaction. 
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Fig 6: Comparison of ESI-mass spectra of the oxidized solution after the reaction of 1 with 

(a) 16O2 and (b) 18O2. 

 

Based on the absorption spectrum of the final oxidized solution of 1(Figure 5), around 90% 

intra-ligand hydroxylation was estimated. The formation of benzoic acid and concomitant 

ring hydroxylation of TpPh2 ligand has been reported for iron(II)-benzoylformate. A high-

spin Fe(IV)=O intermediate was implicated in the hydroxylation of phenyl ring during the 

oxidative decarboxylation of iron(II)-benzoylformate complex. Although no iron-oxygen 

oxidant could be detected for spectroscopic characterization from 1,the oxidant generated in 

oxidative decarboxylation of α-hydroxy acid was intercepted by indirect probes (Scheme 5). 

In the presence of excess external intercepting agents, the intra-ligand hydroxylation could be 

inhibited almost completely. 

 

 

 Scheme 5: Iron-oxygen oxidant generated in the reaction of an iron(II)-benzilate complex of 

a monoanionic facial N3 ligand with O2. 
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12.3 Interception of the Active Oxidant with Thioanisole: 

 

Reaction of 1 with sulfide affords a mixture of sulfoxide and sulfone. Using 10 equiv of 

thioanisole, around 80% thioanisole oxide and 10% methylphenyl sulfone is formed with 

almost no intra-ligand hydroxylation (Scheme 6,). However, with decreasing amount of 

sulfide, theamount of sulfone formation increases and the yield of sulfoxide decreases. With 

1 equiv thioanisole, 34% sulfone is formed as the only product without any sulfoxide. Thus 

the distribution of thioanisole-derived products strongly depends on the concentration of 

thioanisole added in the reaction. 

 

 

 Scheme 6: Thioanisole derived oxidized products in the reaction of 1 with dioxygen in 

benzene in the presence of 10 equiv thioanisole 

 

 

 

To assess the source of oxygen atoms in thioanisole-derived products, labeling experiments 

were carried out with complex 1 and 18O2 in the presence of thioanisole (10 equiv). The GC-

mass spectra of the organic products display ion peaks at m/z 140 and 156 corresponding to 

[C6H5S16OCH3].+ (Figure7a) and[C6H5S16O2CH3].+ (Figure 7b) that shift to m/z 142 

(Figure7c) and m/z 160 (Figure 7d), respectively, in the presence of 18O2.Therefore, the 

oxygen atoms in thioanisole-derived products originate from molecular oxygen. 
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Fig 7: Thioanisole derived products after reaction of complex 1 with 16O2, (a and b) and with 

18O2 (c and d). 

 

 

 

 

The oxidation of sulfide to sulfoxide is a well-known reaction that takes place in the presence 

of a high-valent iron-oxo intermediate. A variety of synthetic iron(IV) oxo complexes have 

been shown to oxidize thioanisole to thioanisole oxide. A high-spin iron(III)-hydroperoxo 

intermediate has alsobeen proposed to oxidize sulfide to sulfoxide. The two-electron 

oxidative decarboxylation of α-hydroxy acid in 1 rules out the involvement of an 

iron(III)−hydroperoxo or superoxo species. 

 

 

 

 

 

 

 



Page | 28 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8: Hammett plot of log krelversus σpfor p-XC6H4SCH3. The krelvalue was calculated by 

dividing the concentration of the product from p-XC6H4SCH3 by the concentration of the 

product from C6H5SCH3. (Scheme above:Products obtained from p-XC6H4SCH3 in the 

reaction with 1 and oxygen.) 

 
 

The observed oxidation of thioanisole to a mixture of thioanisole oxide and methyl phenyl 

sulfone suggests that the nature of the iron−oxygen species from 1 must be different from 

those reported. A Hammett analysis would provide useful information regarding the nature of 

the active oxidant. Since the intermediate is not observed, no absolute reaction rate can be 

obtained. However, relative rates can be obtained from product analysis of the competition 

oxidation of pairs of sulfides. For Hammett analysis with complex 1, competitive reactions 

were carried out with 1:1 mixtures of thioanisole and different para-substituted thioanisoles 

(p-XC6H4SCH3 where X = NO2, Cl, H,Me, OMe). A ρ value of +0.88 was obtained from the 

Hammett plot of therelative rates (krel,) versus σp( Figure 8). The data clearlyindicate that the 

oxidant responsible for oxygen-atom transfer to thioanisole hasnucleophilic character. 

 

 

12.4 Interception of the Oxidant with Alkenes: 

 

The active oxidant, generated in the oxidative decarboxylation of 1,oxidizes alkenes to the 

corresponding cis-diols (Scheme 7). Cyclohexeneforms cis-cyclohexane-1,2-diol to an extent 

of 60%  When 1-octene is used as a substrate, the formation of octane-1,2-diol is observed in 
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85% yield (Figure 9a).Cyclooctane affords 80% cis-cyclooctane-1,2-diol  Unlike other 

alkenes, styrene forms 1-phenylethane-1,2-diol(20%), benzaldehyde (50%), and benzoic acid 

(30%) in the reaction with 1 anddioxygen 

 

 

 

 

 

 

Scheme 7: Oxidation products of different alkenes in the reaction with 1and dioxygen in 

benzene 

 

The use of molecular oxygen in generating an oxidant capable of performing cis-

dihydroxylation of olefin is quite intriguing. The oxidation of alkene to cis-diol takes place 

only in the presence of an oxidant with two oxygen atoms disposed in a cis position as in 

osmium tetroxide, potassium permanganate, etc. To explore the nature of the oxidant, 

Hammett analysis was performed by product analysis of the competition oxidation of pairs of 

styrenes( Figure 9). For Hammett analysis, competitive reactions were carried out with 1:1 

mixtures of styrene and different para-substituted styrenes (p-XC6H4CH=CH2, where X = 

CN, Cl, H, Me, OMe). A ρ value of+0.95 was obtained from the Hammett plot of the relative 

rates (krel) versus σpfor p-XC6H4CH=CH2. The result strongly indicates that the 

intermediate responsible for cis-dihydroxylation of styrene has nucleophilic character. 
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Fig9: Hammett plot of log krelversus σpfor p-XC6H4CH=CH2. Thekrelvalue was calculated by 

dividing the concentration of the product from p-XC6H4CH=CH2 by the concentration of the 

product from C6H5CH=CH2. (Schemeabove: Products obtained from p-X C6H4CH=CH2 in 

the reaction with 1 anddioxygen.) 

 

 

Labeling experiments using 18O2 in the presence of alkenes strongly support the incorporation 

of both atoms of molecular oxygen into the cis-diolproduct (Figure 10).High-valent iron-oxo 

intermediates have been reported to show electrophilic character and can exchange their 

oxygen atoms with water. On the contrary, the cis-diol products obtained in the reactions of 

alkenes derive both oxygen atoms from molecular oxygen, and the oxidant does not exchange 

its oxygen atoms with water. An iron(IV)-oxo-hydroxo oxidant is likely to exchange its 

oxygen atoms with water. The active oxidant was thus proposed to be a nucleophilic side-on 

bound iron(II)-hydroperoxo species (Scheme 8). 

 

 

 

Fig 10: GC-mass spectra of octane-1,2-diol formed in the reaction of1 with (a) 16O2 (b) 18O2 

in the presence of 100 equiv of 1-octene. 
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12.5 Proposed Mechanism 

 

Based on the reactivity studies described above, it is proposed that aniron(III) superoxide 

species, formed initially upon activation of O2 at the iron(II)center, abstracts the hydrogen 

atom from the O-H group of α-hydroxy acid (scheme 8). The iron(III) hydroperoxo species 

with a coordinated radical then rearranges to an iron(II) hydroperoxo via decarboxylation of 

the α-hydroxy acid to the corresponding carbonyl compound. The iron(II)-hydroperoxo 

intermediate oxidizes sufide to a mixture of sulfoxide and sulfone and cis-dihyroxylates 

alkenes. In the absence of any external substrate, the oxidant species hydroxylates one of the 

3-phenyl rings of the TpPh2 ligand. The resulting iron(II)phenolate complex readily reacts 

with the residual O2 and gets oxidized to an iron(III) phenolate species exhibiting a broad CT 

band at 600 nm for 1 . 

 

 

Scheme 8: Proposed pathway for the formation of a nucleophilic iron oxygenoxidant upon 

oxidative decarboxylation of the iron(II)-benzilate complex. 

 

12.6 Experimental Section 

 
The ligand KTpPh2 was prepared according to a procedure reported in the literature. 
 

[FeII(TpPh2)(benzilate)] (1) 

 

To a suspension of KTpPh2 (0.35 g, 0.5 mmol) and Fe(ClO4)2·6H2O (0.18g, 0.5 mmol) in 

methanol (5 mL) was added a methanolic solution (5 mL) ofbenzilic acid (0.114 g, 0.5 mmol) 

and triethylamine (70 μL). The resulting whiteYield: 0.41 g (86%). Elemental analysis calcd 
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(%) for C59H46BFeN6O3 (953.69gmol-1): C 74.30, H 4.86, N 8.81; found: C 73.9, H 4.75, N 

8.59. IR (KBr):3466(br), 2924(vs), 2856(s), 1741(m), 1639(br), 1553(m), 1468(m), 

1354(m),1169(s), 1068(s), 764(vs), 694(vs), 403(vs) cm-1. 

 

Reaction of 1 with Dioxygen. 

 

The iron(II)-benzilate complex (0.020 mmol) was dissolved in 10 mL ofa dioxygen-saturated 

organic solvent. The solution was allowed to stir at room temperature. After the reaction, the 

solution was removed under a vacuum and the residue was treated with 10 mL of a 3 M 

hydrochloric acid (HCl) solution. The organic products were extracted with diethyl ether (3 × 

15 mL), and the organic layer was dried over anhydrous sodium sulfate. After removal of the 

solvent, the colorless residue was analyzed by GC-MS and 1H NMR spectroscopy. 

 

Reactions of 1 with O2 in the Presence of External Substrates. 

 

The iron(II) benzilate complex (0.02 mmol) was dissolved in 10 mL of benzene under a 

nitrogen atmosphere. Dioxygen was purged through thesolution for 2 min, and then an 

external reagent was added and the reaction solution was allowed to stir at room temperature 

for 20-25 min. After oxidation, the solvent was removed under reduced pressure and the iron 

complex was decomposed by addition of 10 mL of 3 M HCl solution. Organic products were 

extracted by either diethyl ether or chloroform (3 × 15 mL), and the organic layer was dried 

over anhydrous sodium sulfate. After removal of the solvent, organic products were analyzed 

by GC-MS and 1H NMR spectroscopy. Quantification of the oxidized organic products by 

NMR was done bycomparing the peak area of four aromatic ortho protons (d 7.81 ppm) of 

benzophenone. For GC analyses, naphthalene was used as an internal standardand the 

products were identified by comparison of their GC retention times and GC-MS with those of 

authentic compounds.1H NMR (500 MHz, CDCl3) data of the oxidized products are provided 

below. 

1H NMR data were compared with the literature values. 

Benzophenone: δ = 7.80 (d, 4H), 7.59 (t, 2H), 7.50 (t, 4H) ppm. Thioanisole 

oxide: δ = 7.66 (m, 2H), 7.52 (m, 3H), 2.73 (s, 3H) ppm. Methyl phenyl 

sulfone: δ = 7.96 (d, 2H), 7.60 (m, 3H), 3.06 (s, 3H) ppm. cis-Cyclohexane-1,2- 

diol: δ = 3.77-3.82 (m, 2H) 3.58 ( br s, 2H), 1.73-1.82 (m, 2H), 1.51-1.64 (m, 
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4H), 1.27-1.35 ppm (m, 2H) ppm. 1-Phenylethane-1,2-diol: δ = 7.37 ppm (m, 

4H), 7.30 (m, 1H), 4.85 (m, 1H), 3.80 ( m, 1H), 3.70 (m, 1H) ppm. Octane-1,2- 

diol: δ =3.80-3.63 (m, 2H), 3.49 (m, 1H), 1.44-1.40 (m, 2H), 1.30-1.24 ( m, 6H), 

0.92-0.86 (m, 3H) ppm. cis-Cyclooctane-1,2-diol: δ =3.94 (d, 2H), 1.93-1.86 

(m, 2H), 1.70-1.63 (m, 4H), 1.55-1.49 ( m, 6H) ppm. 

 

13. Iron-Oxygen Intermediates in Model Complexes 

 

 13.1 Iron(III)-Superoxide (Fig 10) 

An iron(III)-superoxo species, the key intermediate in the dioxygenactivation pathway of 

nonheme iron enzymes, has been recently crystallized andcharacterized by Nam and 

coworkers. The intermediate was isolated at -20ºby the reaction of iron(III) complex 

supported by a tetraamido macrocyclic ligand (TAML) and potassium superoxide. The 

intermediate shows an electronic absorption band at λmax = 490 nm (ε = 2,600 M-1 cm-1). 

Labeling experiments with K18O2 confirm the incorporation of superoxide moiety from 

potassium superoxide into the iron complex. Resonance Raman and Mössbauer data establish 

the intermediate to be a mononuclear iron(III)-superoxide species. Finally, the X-ray crystal 

structure of the intermediate unambiguously established a mononuclear side-on 1:1 iron 

complex of O2 with the triangular Fe-O2 moiety in a pseudo square pyramidal geometry. The 

O-O bond length of 1.323Å is shorter than the iron(III)-peroxo intermediate of nonheme 

naphthalene dioxygenase (1.45Å),but is comparable to the Fe(II)- superoxo species of homo 

protocatechuate dioxygenase. The iron(III)- superoxo species undergoes both electrophilic 

and nucleophilic oxidation reactions. Another iron(III)-superoxo complex [(BDDP)FeIII(O2)] 

[where H2BDDP = 2,6-bis(((S)-2-(diphenylhydroxymethyl)- 1-

pyrolidinyl)methyl)pyridine)has been spectroscopically characterized at low temperature. 

Resonance Raman, Mössbauer and EPRspectroscopic studies support the binding of superoxo 

ligand to the iron(III)- center. 
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Fig 10: Biomimetic iron(III)-superoxo and peroxo complexes. 

 

13.2 Iron(III)-Peroxides and Hydroperoxides 

 

Iron(III)-hydroperoxo or peroxo species is the one-electron reduced form of superoxo species 

and holds a key position among the intermediates involved in the dioxygen reaction pathway 

of nonheme metalloenzymes. A number of mononuclear iron(III)-hydroperoxide complexes 

have been reported, supported by different polydentate ligands such as 

N4PyTPAH2bbpaRtpen and bispidine-derived ligands which were generated from the 

corresponding iron(II) complexes in the presence of H2O2 at low temperature and 

characterized by different spectroscopic techniques. The first example of iron(III) 

hydroperoxide complex was evident from the reaction of a diferric complex [Fe2(quin)(OH)2] 

(qn= quinaldinate) in the presence of H2O2 and base. The study also provided the first 

evidence of reversible O-O bond cleavage of the peroxo group via the formation of FeIVO or 

FeVO species, which was confirmed by the Resonance Raman and ESI-

TOF/MSmeasurements. Banseet al. have reported the formation of a low-spin iron(III)-

hydroperoxide [(L5 2aH)FeIII(OOH)]2+  intermediate upon addition of H2O2 into a methanolic 

solution of [(L5 2aH)FeII]+ at -80ºC. The intermediate exhibits the absorbance maxima at 515 

nm in the UV-vis spectrum and features of low-spin iron(III) species in the EPR spectrum. 

High-spin[FeIII(η1-OOH)(L)]n+ complexes have also been obtained with sterically 

hinderedH2bppa ligand and anionic quin Ligand The iron(III)-(hydro)peroxide complexes of 

N4Py ligand show reversible acid-base chemistry. The only crystallographically characterized 

mononuclear nonheme iron(III)-peroxo complex [(TMC)FeIII(OO)]+ was reported by Nam, 

Solomon and Valentine The complex exhibits absorbtion band at 526 nm in the UV-vis 

spectrum, and was also characterized by Resonance Raman, IR, EPR and EXAFS studies. X-

ray crystallographic studies reveal the peroxo coordinated iron(III) complex with the Fe-O 

bond distances of 1.906(4)Å and 1.904(4)Å and the O-O bond length of 1.463Å. The 
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conversion of iron(III)-peroxo species to an iron(III)-hydroperoxo via protonation and then 

its final conversion to an iron(IV)-oxo species via homolytic O-O bond cleavage by chemical 

means have also been documented. The reactivity of all these oxidants have been explored in 

various oxidation reactions. Que and coworkers have isolated the same high-spin FeIII-OOH 

complex via protonation of its conjugate base. This FeIII-OOH species can be converted 

quantitatively to an FeIV=O complex via heterolytic O–O bond cleavage. The conversion is 

promoted by two factors: the strong FeIII-OOH bond, which inhibits Fe-O bond lysis, and the 

addition of protons, which facilitates O-O bond cleavage. In a subsequent study, using the 

same TMC ligand, Nam group have explored the one electron reduction of iron(III)- 

hydro/alkyl peroxo complexes by ferrocene derivatives to generate the corresponding 

iron(IV)-oxo complexes, via rapid heterolytic O-O bond cleavage of a transient iron(II)-

hydro/alkylperoxo species.Nam and co-workers have explored the reactivity of a high-spin 

iodosylarene intermediate [(13-TMC)FeIII- (O-IAr)]3+ bearing an N-methylated cyclam ligand 

which has been proposed to be more reactive than the corresponding iron(IV)-oxo 

complex.Recent research by the same group have revealed that the iron(III)-iodosylarene 

intermediates epoxidize olefins, with high stereospecificity and enantioselectivity.displays 

absorbance maxima at 400 (9800), 825 (260), 866 (250) nm, whereas complex 

[(H3buea)FeIVO]2+ shows absorbance maxima at 350 (4200), 440 (3100), 550 (1900), 808 

(280) nm. (Fig 11) 

 
 

 

Fig 11: High-spin (S = 2) iron(IV)-oxo complexes supported by (a)TMG3tren ligand and (b) 

H3buea3- ligand. 

 

 

13.4 Iron(V)-Oxo Oxidants 

 

An iron(III)-hydroperoxide intermdediate may convert to an iron(V)-oxo species by 

heterolytic O-O bond cleavage. Such iron(V) oxo species has been implicated as the key 
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oxidant in several nonheme enzymes such as Rieske dioxygenases, methane monooxygenases 

etc.Indirect evidence for such an oxidant has been obtained in biomimetic oxidations by 

[(TPA)FeII]2+ and related catalysts using H2O2 as oxidant.The spectroscopically characterized 

iron(V)-oxo intermediate [(TAML)FeV=O]- species reported by Collins et al.supported by a 

tetradentate ligand TAML exhibits an S = ½ spin state, exhibiting EPR signals at g = 1.99, 

1.97, 1.74.Costas et al. have characterized an iron(V)-oxo-hydroxo intermediate namely 

[(Me,HPytacn)FeV(O)(OH)]+ by cryospray ESI-mass spectroscopy.Collins etal. and 

subsequently Sengupta and coworkers have reported the reactivity of a synthetic iron(V)-oxo 

intermediate appended by modified TAML ligands toward different organic substrates. 

 

14. Role of Lewis Acidic Metal Ions in the Stabilization and Reactivity of Iron-Oxo-

Oxidants 

 

Lewis acidic metal ions or protons have invoked interesting chemistry in the area of nonheme 

iron-oxygen intermediates. Extensive studies by Nam, Que, Fukuzumi, Ray and many others 

have led to the isolation of metal peroxo and high-valent metal-oxo species bonded by redox-

inactive metal ions, which results in remarkable change in their chemical properties. In high-

valent metal oxo complexes, binding of metal ions or protons resulted in positive shifts in the 

one-electron reduction potentials. Nam and coworkers have reported that such positive shift 

in the one-electron redox potential of metal-oxo oxidants change the mechanism of oxygen 

atom transfer (OAT) and of hydrogen atom transfer (HAT) to metal coupled electron transfer 

(MCET) and proton coupled electron transfer (PCET) in the presence of metal ions or 

protons, respectively. In a subsequent work, Nam et al. have proposed the reduction of 

iron(III)-peroxo complexes with coordinated redox inactive metal ions facilitates the cleavage 

of O-O bond to form the corresponding iron(IV)-oxo intermediate. (Scheme 9) 

Scheme 9: Lewis acid promoted conversion of iron(III)-peroxide to high valent iron-oxo 

oxidants. 
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Conclusion: 

 

So, in this review we can understand various catalytic reaction performed by nonheme 

oxygenase with 2-His-1-caboxylate facial triad motif. And from biomimetic approach we can 

find how synthetic ligands are used to generate iron oxygen oxidant and mimic nature’s 

activity, also we can understand about the reaction intermediates, and their importance for 

knowing the actual mechanism. 
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 INTRODUCTION 

The 3rd and 5th most abundant element of the universe and in human body respectively is carbon, 

a vital constituent of the universe and all organisms. In recent decades, a great deal of attention 

have been attracted by porous carbon on chemistry, physical, material science etc. Carbon 

materials are identified with their excellent properties like high chemical stability, good electrical 

conductivity and low cost. However, the rich pore structure differentiated porous carbon from 

traditional carbon materials in the field of large specific surface area, pore volume, size and 

adjustable channels. Thus, these carbons can be used for adsorption of wide distribution of 

molecules from gas to liquid. 

A high performance porous carbon HPC (Hierarchical Porous Carbon), defined as carbon 

materials containing interconnected pores of any two or all three types, exhibits many 

applications like energy storage, catalysis and adsorption. The International Union of Pure and 

Applied Chemistry classified pore sizes as micropores, having pore sizes <2nm, mesopores, 2-

50nm, and lastly macropores, >50nm. They work differently.  Micropores are distinguished in 

providing large surface area; mesopores enhance mass transfer because of their mass-transfer 

resistance and ultimately macropores, acting as reactant reservoirs and shorten mass-transfer 

pathways. 

   Porous carbons are categorized into two namely, (i) Carbon foam with desired porous 

architecture used for thermal and structural applications and (ii) Activated carbons having porous 

carbon with added surface activating chemical groups [1]. These carbons have been in use for 

thousands of years and are regarded as one of the most important types of industrial carbons. 

These materials, having highly developed internal surface area and porosity, has vivid 

applications (mainly as versatile absorbents) of industrial significance. 

    Some highlighted and advanced applications of porous carbons and HPCs are mainly as super 

capacitors, capacitive deionization, Li-S battery, CO2 capture, catalysis, hydrogen storage 

materials etc. 
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    Hydrogen can be considered as the cleanest fuel, due to depletion of petroleum resources and 

problems related to fossil fuels. Hydrogen has high calorific value, 3 times as high as petroleum. 

Its energy is denser with respect to fossil fuels i.e. have high gravimetric energy density. So, if 

hydrogen energy can be produced cheaply, then common energy system can be changed from 

fossil fuel based to hydrogen fuel based. Thus, storage of hydrogen is becoming an important 

research interest day by day. Carbon materials, especially activated carbons can be served as well 

known precursors in the H storage due to its great adsorption properties.  This review paper 

mainly focuses on activated porous carbon and their vivid applications as hydrogen storage 

materials. 

SYNTHESIS OF ACTIVATED CARBONS 

Activated carbons are mainly prepared by the process of pyrolysis of carbonaceous materials, 

biomass and waste. Biological organisms have their hierarchical structures, which are naturally 

organized, from chemical substances to organelles, then to cells, tissues and ultimately an entire 

organism. The processing of activated carbons mainly involves raw material selection, then 

carbonization and lastly activation. 

 RAW MATERIALS OR PRECURSORS- 

Appropriate raw material selection is an important factor. They should be of low cost with high 

carbon content and low inorganic content. Wood, coal, peat, fruit stones, coffee beans, 

cornstalks, shells, etc. can be used as precursors for pyrolysis [2]. Mainly cellulose, lignin and 

hemicelluloses are the organic components of biomass. During pyrolysis they are converted into 

volatile substances and residual biochar which is essential for making activated carbons. 

Amongst woods, one of the precursors for largest production of activated carbon is from pine, 

forming 50% of precursor. Moreover, the precursor must have high density, to enhance structural 

strength of carbon. 

 

 CARBONISATION AND PYROLYSIS  
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Carbonisation involves steps like thermal decomposition of raw materials, non- carbon species 

elimination, thus giving a fixed carbon mass and rudimentary pore structure. Non-carbon 

materials i.e. oxygen and hydrogen are to be needed to removed by pyrolysis of the starting 

materials, carried out usually at a temperature below 800 degree C, in inert atmosphere. At a 

temperature of about 500 degree Celsius, the basic structures of micropores of biochar with 

microporosity are formed. Further heat treatment of about 800 °C is given to remove the tarry 

products evolved during pyrolysis, that block the pores, thus making the pores available. 

Generally, further increase in pyrolysis temperature to about 1000 °C, heating rate and residence 

time would decrease the yield of biochar as more volatile substance would release. Though, this 

produces pores in biochar but too much release of volatile substances could lead to the collapse 

of pores. Detailed mechanism and kinetics of pyrolysis of biomass can be found in review by Liu 

et al [3]. 

 ACTIVATION 

The process of activation is mainly carried out to enlarge the diameter of pores that are created 

during carbonization process and to create some new porosity, resulting in the formation of 

readily accessible and well developed pore structure, with very large internal surface area. 

 

 

PYROLYSIS ACTIVATION: 

i) Physical Activation: In the presence of suitable oxidizing agent like air, CO2 and 

steam, gasification of carbon materials by physical activation can be done, mostly at a 

temperature of about 800-1000 °C.  Some of the endothermic reaction taking place by the 

process is: 
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Reaction with steam is faster than that with CO2 because H2O being smaller than CO2 molecule 

which diffuses faster in pores of carbon. But at the same time, external oxidation is promoted by 

activation of CO2 and large pores development as compared to steam activation. 

  Due to some exothermic reactions, excessive burning takes place and the reaction becomes 

difficult to control. As a result, weight loss of the carbon material takes place in physical 

activation. 

ii) CHEMICAL ACTIVATION: This process is mainly carried with biomass (like 

wood) as starting material. Chemical activating agents are impregnated in the precursor 

materials, then at temperature between 400 °C and 600 °C, pyrolysis is carried out in inert 

atmosphere. Some of the surface active agents H3PO4, ZnCl2, H2SO4, K2S, KSNS, KOH, 

chlorides and carbonates of Fe2+, Mg2+,etc. All of them mostly are dehydrating agents causing 

inhibition of tar formation. KOH acts as the most widely and efficiently used activating agent.  

The equations for KOH activation mechanism are illustrated [4] below 

 

 

 

 

From equation (1) and (3), the production 
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of carbon dioxide by decomposition of K2CO3, above 700 °C contributes to further 

developments of pores by carbon gasification [5]. 

Moreover, for the instances, K2CrO4 (potassium oxalate) can also be used as activating agent, 

especially in synthesis of hierchical porous carbon for high capacitance and energy density from 

cornstalk [6], along with calcium carbonate, CaCO3, as hard template. 

Chemical activation has several advantages over physical, including shorter reaction time, high 

micrporosity and lower processing temperature. 

ii) HARD TEMPLATE METHOD: 

The hard-templating synthetic route, also known as “nanocasting,” is another straightforward 

technique to obtain mesoporous structures [7]. This technique is based on the use of preformed 

templates made from aggregates of nanoparticles, carbon or mesoporous silica. The use of a hard 

template overcomes the need to control hydrolysis and condensation of guest species and their 

interactions with surfactants. The hard template method ensures that the meso-channels are 

completely filled. Therefore, hard templating can prepare a wide range of materials, in particular 

highly crystalline and even single-crystal materials due to the resistance of the rigid template to 

high temperatures. Nonetheless, this method presents its disadvantages, for example there are far 

fewer hard templates rather than soft templates available for use, hence the procedure is more 

elaborate and time consuming. 

 

 

Commonly covalent compounds, usually rigid and solid materials are referred as hard templates. 

For synthesizing HPC, having well controlled porosity, templates methods can be used. Silica is 

considered as the most popular hard template. But use of silica can be somewhat expensive. A 

much cheaper and environment friendly material that can work as template is ice. Here, aqueous 
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solution of carbon source is frozen and it forms internal ice crystals, thus acting as template. 

Some more hard templates are fish scale, yeast cell, wood, cotton fabrics etc. 

iii) SOFT TEMPLATE METHODS: The soft-templating approach aims for the 

co-assembly of surfactant molecules and guest species into an ordered mesoporous structure, 

which is obtained after the removal of the template. This method has become a general synthetic 

pathway for ordered mesoporous materials .Organic molecules or block copolymers are 

generally used as soft templates. These organic molecules spontaneously form ordered micelles 

and evaporates during carbonization. Thus, soft template methods are more convenient as 

compared to hard template methods. 

Surfactants like SDS etc have bipolar structure and micelle forming ability, thus can be used as 

soft templates as they create mesopores and macropores. But, most biomass and waste are 

insoluble in surfactants and cannot form stable colloids. 

Iv) OTHER EMERGING METHODS:  

Besides template methods, other methods also have been investigated for preparing HPC from 

non-structured materials. These techniques include hydrothermal carbonization, spray pyrolysis, 

[8], chemical vapor deposition (CVD) and autogenic pressure carbonization. 

 

 

 

Hydrogen, an efficient alternative fuel, can be utilized widely in different sectors. However, the 

production of hydrogen is not conveniently obtainable; also, for its storage and transportation, 

the hydrogen technology suffers many major challenges [10].  

The hydrogen adsorption has been measured by a manually controlled Sieverts’ apparatus, 

consisting of two volumes connected through a valve, i.e., sample holder and gas inlet chamber 

of constant volume. Owing to the design with small volumes, the apparatus is used to investigate 
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even very small quantities of materials of carbon. A schematic diagram of the apparatus is shown 

in figure. 

 

For measurements at room temperature, reservoir and sample holder are immersed in the 

water bath. For measurements at 77 K, the sample holder is immersed in liquid nitrogen. 

 

Hydrogen is stored reversibly in these carbon materials which are proved by the fact that the 

hydrogen storage capacity is totally independent of the number of adsorption cycles. 

The hydrogen adsorption isotherms of activated carbon and of purified SWCNTs at 77 K and at 

room temperature are given below. Even though, both the materials possess a completely 

different nanostructure, the shape of the isotherms is however very similar. This shape is 

characteristic for all investigated carbon materials. At 298 K, the hydrogen uptake is a linear 

function of pressure, which is explained with Henry’s law. At room temperature, no saturation 

occurs in the investigated pressure range and as a result, the adsorbed hydrogen layer on the 

carbon surface is found to be much diluted. At low temperature, the isotherms are similar with 

Langmuir type equation (type I isotherm), which indicates that saturation takes place with a 

hydrogen monolayer formation, which is as usual for microporous surfaces. [11], [12]. In fact, 

the hydrogen adsorption mainly gets limited to one molecular layer in microporous structures by 

its pore dimensions. 
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Hydrogen adsorption isotherms at room temperature and at 77 K fitted with a Henry type 

and a Langmuir type equation, respectively (a) for activated carbon, (b) for purified 

SWCNTs. 

 

 

 

 

Hydrogen can be stored in three ways: compressed gas, cryogenic liquid and as solid-state 

storage. Storage of hydrogen in solid form is considered as safest mode in which hydrogen 

combines with materials through physisorption or chemisorption. 
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The hydrogen storage options are given in the above three in solid state. Among these three, 

carbon materials are considered to be the most efficient because of high capacity of hydrogen, 

less desorption, larger surface area and low cost. 

A range of carbon nanostructures like that of  activated carbon (AC), carbon nanotubes (CNTs), 

activated carbon fibers, carbon nanofibers (CNFs), and carbon nanohorns are examined in 

literature in order to identify their capacity of hydrogen storage . Hydrogen adsorption occurs in 

micropores where the density of unadsorbed gaseous phase is lower than that of hydrogen 

adsorbed phase at above the critical point. 

 

For any carbon material, the bond between hydrogen to material is not so strong, and low 

adsorption energy ruled out the possibility of the hydrogen adsorbed in the narrow interstitial 
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channels between the nanotubes. This means that with higher available surface area, higher will 

be the storage capacity similar to that  in case of ACs. [13]. 

Materials such as CNTs, ACs, zeolites, graphene, and metal organic frameworks, by physical 

and chemical treatments, can be optimized for higher storage capacities of hydrogen. 

 

MECHANISM OF HYDROGEN STORAGE: 

 
PHYSISORPTION:  

 
The phenomenon of physisorption is mainly based on van der Waals force of interaction between 

hydrogen molecules and materials of carbon. The interaction energy between solid material and 

hydrogen molecules can be estimated by: 

E=αH2 substrate/ R6 

Where, α = the polarizability and R = the interaction distance. 

 

Here, hydrogen has fixed polarizability; therefore, the only way to increase the interaction 

energy is by selecting materials of high polarizability. Average interaction energy mainly ranges 

from 4 to 5 kJ mol which shows a weak interaction between the hydrogen molecules and the 

carbon materials. As a result, increase in temperature can desorbs hydrogen and consequently, at 

high temperature low storage capacity can be observed. 

 

 

CHEMISORPTION:  

 
Each and every carbon atom can be utilized as site of interaction for chemisorption, if the 

covalent chemical bonding between carbon atoms is effectively used. It is reported that on CNTs, 

a dissociative chemisorptions of hydrogen is mostly feasible on carbon materials. At high 

pressure, the hydrogen molecules gets broken into atoms, thus  facilitating the formation of two 

C-H bonds and resulting in shortening of distance between two adjacent tubes thus leading to 

dissociative hydrogen adsorption. Here, also, at higher temperatures desorption takes place and is 

not very useful for practical storage of hydrogen. 
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 Moreover, it has also been suggested, [15], that two different mechanisms are mainly 

responsible for adsorption of hydrogen on materials of carbon. In first mechanism, hydrogen 

molecules are adsorbed on the surface of carbon materials. In the second mechanism, hydrogen 

molecules penetrate in between the interlayer space. This showed that the higher hydrogen 

adsorption occurs by first mechanism where the specific surface area plays a very important role, 

which concludes that high hydrogen storage capacity could be achieved by high specific surface 

area. 

 

 

COMPARISION OF HYDROGEN STORAGE 

CAPACITY OF DIFFERENT CARBON 

MATERIALS. 
 
I) FOR ACTIVATED CARBONS:  
 
Activated carbon is cheap and has good availability for industrial purpose; for this reason, it 

receives high interest for hydrogen storage application. The potential for storage in this form of 

carbon is determined by the microstructure of the carbon material. 

 

   Activated carbon is a form of processed carbon that comprises graphite crystallites and 

amorphous carbon, and normally have pore diameter of <1 nm. The experimentally measured 

hydrogen storage capacity depends also on the material employed (doping, etc), that ranges 

between 0.5 and 5 wt%. ACs possesses low mass density and a high specific surface area. Weak 

van der Waal’s forces enhance the physisorption of hydrogen molecules as they get adsorbed and 

diffuse into the pores of the ACs. [16].  

 

A mathematical model has been developed by to calculate the net hydrogen storage capacity by 

carbon materials over a wide temperature and pressure range. It has been shown that hydrogen 

adsorption in AC is more efficient than compressed gas at cryogenic temperature.[17] 

 

 



18 
 

Hydrogen storage capacity of AC: The ability of hydrogen adsorption on 

activated carbon was first investigated in early 1980s at low temperatures. A table has been 

shown, having different hydrogen storage capacities that are reported in similar operating 

conditions. [18], [19], [20], [21]. 

 

 
 

  

 

 

 

II] GRAPHITE:-  

 
Graphite is sp2 hybridized, with a sheet like structure where all atoms are weakly bonded and 

exist in a plane, is held together by van der Waal’s forces of attraction to the sheets above and 

below. 
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Graphite structure 

 

 

 

HYDROGEN STORAGE CAPACITY OF GRAPHITE: 

 
Since, adsorption of gas mainly occurs in volume of micropores, the SSA of carbon materials is 

of great concern. Hence, storage capacity of hydrogen decreased with Pt decoration as a result of 

the decrease in SSA and micropore volume. It was observed that the hydrogen storage capacity 

increased with Pt content up to certain level and then decreased. These results concluded that the 

hydrogen storage capacity of graphite depends on their metal content and also on dispersion rate. 

Also, the total amount of hydrogen adsorption may decrease, if the hydrogen storage capacity is 

a function mainly of SSA and micropore volume. 

 

Summary of hydrogen storage capacities of various graphite samples is presented in Table 

below. [22] 
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III) SPHERICAL FULLERENE: 

            
Popular and well-known fullerene include C70 C76, C84, C240, and C540, but however, the most  

common is C60 constituting of 60 carbon atoms bounded in an almost spherical condition. 

 

 

HYDROGEN STORAGE CAPACITY:  
Theoretical hydrogen storage capacity of approximately 8 wt% with titanium and scandium with 

0.3 to 0.5 eV binding energy is observed. It was further noted that bonding of heavy metals such 

as cobalt, manganese, and iron is at all not possible with C60. 

The “molecular surgical method,” have helped to develop buckyballs in which, every ball is 

perforated with a sulfur atom in its rim. The buckyball can be closed by series of chemical 

reactions once after the hydrogen molecules entered that hole and then, all the gaps can be filled 

by heating it up to 340℃ for 2 hours. 
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IV) CARBON NANOTUBES:  
 

Carbon nanotubes can be considered as a single rolled graphene layer with an inner diameter 

starting from 0.7 nm up to several nanometers and a length of 10 to 100 μm. Three different 

kinds of CNTs exist, they are, “armchair,” “zigzag,” and “chiral” subjected  to the way in which 

the graphene sheet are folded into a tube. The rolling up of multiple graphene sheets ultimately 

results in the formation of multiwalled nanotubes (MWNTs) and that of single graphene sheet 

results in single walled nanotubes (SWNTs). The diameter of SWNTs varies from 0.671 to 3nm, 

whereas MWNTs show typical diameters of 30 to 50nm. 

 
 

 

 

 

 

HYDROGEN STORAGE CAPACITY: 
 

Experimentally measured hydrogen storage capacities of carbon nanotubes are 

given in the table below. [22], [23]. 
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Abbreviations: MWNT, multiwalled nanotube; SWNT, single-walled nanotube. 

 

 

V) CARBON NANOFIBRES: 
 
Carbon nanofibers consist of platelets of graphite, which are fixed in several alignments to the 

fiber axis. This can be produced through decomposition of ethylene, hydrogen, and carbon  

monoxide mixture on catalyst with three distinct structures namely, tubular (90°), platelet (~0°), 

and herringbone (45°), where the angle indicates the direction of the fiber axis which is relative 

to the vector normal to the graphene sheets. 

 

HYDROGEN STORAGE CAPACITY: 
 
The most astonishing hydrogen storage capacity at 278 K and 12 MPa is 67 weight fraction of 

hydrogen in graphite nanofibers with herringbone structured and 54 weight fraction with platelet 

structures. On the other hand, some scientists have experimentally measured and reported the 

hydrogen storage capacity of 10 wt% at 27°C and 120 atm pressure. 

Different hydrogen storage capacity of CNF reported by different researchers is given in the 

table below. [24], [25]. 
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Hydrogen penetrates into the nanopores which are formed by the layers of CNF and the interior 

of CNT forming an intercalated layer of hydrogen. In addition to this, the nanopores could 

undergo expansion so that they accommodate hydrogen in a multilayer configuration. The edge 

sites that are exposed in the graphene sheets act as catalytic site for the dissociation of hydrogen 

followed by intercalation of the graphene layers. The presence of functional groups has also been 

helped in the enhancement of hydrogen storage capacities by facilitating stronger bonding. 
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COMPARISON OF HYDROGEN STORAGE 

CAPACITY OF DIFFERENT CARBON 

MATERIAL: 
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            CONCLUSION    

 
 

 

Hydrogen can provide energy for use in diverse applications, including distributed 

or combined-heat-and-power; backup power; systems for storing and enabling 

renewable energy; portable power; auxiliary power for trucks, aircraft, rail.etc  

  

Due to their high efficiency and zero-or near zero-emissions operation, hydrogen a 

have the potential to reduce greenhouse gas emission in many applications. 

There are many ways to produce hydrogen using sunlight, including photo 

biological, photoelectrochemical, photovoltaic-driven electrolysis, and solar 

thermochemical processes. Thus storage and study to increase its efficiency is a 

important task to achieve. 

 

Hydrogen is a never ending source of energy. As long as water will be available on 

earth, sources of hydrogen will also be available. It is a green source of energy and 

recyclable and a future fuel of low cost. 

 

The disadvantage of Hydrogen used as a fuel is its storage, its highly flammable 

nature, transportation and cost effectiveness. 

 

 Despite all the pros and cons we have tried to use as much low cost material like 

porous carbon materials for storage of hydrogen, which is easily accessible, have 

better resistance to temperature and environmental conditions, have better storage 

capabilities and wide range of varieties.  

. 
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PREFACE 

 

I have brought very different experiences in this review work and I would cover the 

fundamental aspects like synthesis, structural characterization, spectroscopic data, electronic 

structure and magnetic properties of different paramagnetic metal-metal bonded 

heterobimetallic complexes. The paramagnetic heterobimetallic complexes are very 

interesting and are a new area of research with a variety of metal-metal bonds, different types 

of magnetic coupling, and spin exchanges.  

 

Development of heterobimetallic complexes which are paramagnetic from homometallic 

complexes are described in this review. The review also contains guiding principles which 

controls the different spin states in various complexes. Paramagnetic heterobimetallic 

complex is a vast and recent topic. Researchers are introducing various synthetic strategies as 

synthesizing heterometallic complexes are very challenging.  

 

I would like to sincerely thank Dr. Partha Halder, Associate Professor of Scottish 

Church College, Calcutta University, for writing of this review, which has benefitted 

from his valuable guidance and helpful advice for successful completion. I am also 

Grateful to Dr. Chandan Kumar Pal, Associate Professor of Scottish Church College, 

Calcutta University for further help and support. As well as, thanks to my Chemistry 

Department for making possible completion of this review.  
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ABSTRACT: 

Noteworthy advancement has been made in the formerly 10−15 years on the sketch, synthesis, and magnetic 

and spectroscopic patrimony of multimetallic coordination complexes with paramagnetic heterometallic 

metal−metal bonds. Various imprecise classes have been surveyed like the different types of structures 

(linear, quasi 1D chain like structure, triangular geometry, square planar, octahedral, etc.) and polymeric 

design with a heterometallic metal−metal bonded backbone. In this article, our kingpin is on the synthetic 

scheme implemented to access these compounds, their structural attributes, magnetic characteriation, 

spectroscopic data and electronic structure. The magnetic properties of these compounds hang on the 

location of the unpaired electrons and the energies of the d orbitals they indwell in; unpaired electrons may 

be localized to one metal center or be delocalized over both centers and coupling can be ferro- or 

antiferromagnetic. 

This review contains characterization of 9 different heterobimetallic compounds: 

 PtNi(tba)4OH2  (1) 

[PtCr(tba)4(NCS)2]   (2) 

K(crypt-222)[CrFeL1]  (3) 

CoCr(N(o-(NCH2P
iPr2)C6H4)3)    (4) 

NiV(N(o-(NCH2P
iPr2)C6H4)3)    (5) 

[Cr(iPrNPPh2 )3Fe-I]     (6) 

V(XylNPiPr2)3FeI     (7) 

[ClCr(µ-iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)]    (8) 

[ClCr(µ- iPrNPiPr2)2Ir(ɳ
2 - iPrNPiPr2)]      (9) 
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1. INTRODUCTION AND OVERVIEW 

Metal−metal bonded coordination compounds represent an important extension of Werner’s classical 

coordination theory. The first molecular heterometallic metal−metal bond compound was reported by 

Wilkinson and co-workers in the year 1960. The diamagnetic complex was a symmetric dimer, 

Cp(CO)3Mo−WCp(CO)3.  

It was around 1969−1970 when it was recognized that metal−metal bonded complexes could also be 

paramagnetic. There were comparatively few paramagnetic complexes with heterometallic metal−metal 

bonds reported before ∼2007. Around early 2007, a combined effort began to prepare new examples of 

paramagnetic heterometallic metal−metal bonded complexes, and the outcome of these studies will be the 

major topic of discussion in this Review. 

 

2. DEVELOPMENT OF METAL-METAL BONDING: FROM HOMOMETALLIC 

TO HETEROMETALLIC 

One of the utmost important questions is how homometallic meta-metal bonds differ from heterometallic 

metal-metal bonds. To explore this question from a theoretical standpoint, at first homometallic metal−metal 

multiple bonds need to be described; the Re≣Re quadruple bond in the [Re2Cl8] 
2- ion, shown in Figure 1A 

below. 

    

 Figure 1: Qualitative molecular orbital (MO) diagram for (A) [Re2Cl8] 2- and (B) [WOsCl8]2−  
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Ligand field analysis indicates the availability of dz2, dxy, dxz, and dyz Re valence orbitals to engage in 

metal−metal bonds of σ, 2 × π, and δ symmetry, respectively. In the D4h symmetry of the [Re2Cl8]
2− ion, the 

two Re dz 2 orbitals shows the strongest overlap to yield σ type bonding (a2u) and antibonding (a2u*) 

combinations. The overlap of π-symmetry orbitals is less intense than the σ, and δ bonds being the weakest 

of all. Nevertheless, the σ2 π4 δ2 quadruple bond is the most effective and appropiate description of the 

ground state configuration of the [Re2Cl8] 
2− ion1 as shown in figure 1A. 

For the study of heterometallic complex, a hypothetical heterometallic complex was chosen which 

isoelectronic with [Re2Cl8]2- ion is: [WOsCl8]
2−. The polarity of the heterometallic bond lowers the 

molecular symmetry to C4v. As it is isoelectronic, the four valence orbitals that were available in the Re2 

system were similarly still available for the WOs compound: dz 2, dxy, dxz, and dyz. However, as mentioned 

in the Figure 1B, there is a difference in effective nuclear charge between W and Os budding from the 

difference in their columns in the periodic table (ΔN). With ΔN = 2, the W 5d orbitals lie uniformly higher 

in energy than the Os 5d orbitals. Overlapping of the W and Os dz 2 orbitals will result in a σ bonding (a1) 

and antibonding (a1*) combination, but the interaction is not as strongly covalent as in the case of Re2. The 

a1 orbital will be polarized toward Os while, a1* polarized toward W (as Os is energetically lower than W). 

Similar effects will happen in the π and δ symmetry orbitals, and these orbitals already have weaker overlap 

than the σ orbitals. Thus, the result is that the b1* orbitals may have close to 100% W character and in that 

limit would be considered nonbonding (refer to Figure 1B). 

An issue that arises in Figure 1 is about the oxidation state of the ions. For the [Re2Cl8
] 2− ion, most chemists 

(although not all) are comfortable assigning an uniform oxidation states between the two Re ions, Re3+ 

oxidation state. This is mentioned in the left and the right sides of the MO where [Re2Cl8]
2- was split 

hypothetically in [ReCl4]
− fragments each with a d4 valence electronic configuration. A similar 

deconstruction of the [WOsCl8]
2− ion yields d3 [WCl4] 

− and d5 [OsCl4] 
– fragments (both having a similar 

distribution of charge). But it can also be written as d4 [WCl4] 
2− and d4 OsCl4 fragments with an uneven 

distribution of charge. Moreover, the facts that all of the valence electrons in the [WOsCl8]
2− ion is 

concentrated to the bonding orbitals that are polarized toward Os suggest electron transfer significantly from 

W → Os toward a limit of W6+/ Os0 (i.e., d0 /d8). Thus, there lies confusion in stating the specific oxidation 

states to these metal atoms in these heterometallic complexes. Hence, the [WOsCl8] 
2− compound was 

described as having a {WOs}8 configuration: eight electrons occupying the valence orbitals. 

While dealing with the metal-metal bond distances it was noticed that the Re−Re distance in the [Re2Cl8]
2− 

ion is not directly comparable to the W−Os distance in [WOsCl8]
2− because the atoms involved here have 

slight difference in sizes. A normalization procedure for the metal−metal bond distances was required; the 

earliest, simplest, and still most widely used normalization procedure is Cotton’s formal shortness ratio 

(FSR), defined as 𝐹𝑆𝑅 =
𝑑

𝑅1,𝐴+𝑅1,𝐵
; where, d is the observed metal−metal distance, and the R1 values are 
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metallic radii given by Pauling2. In essence, the FSR describes how much longer (or shorter) a distance is 

than that of a neutral metallic sample of the elements involved in the complex. 

 

3. GUIDING PRINCIPLES IN CONTROLLING SPIN STATES 

    3.1. Localized versus Delocalized Unpaired Electrons - 

Ability to control spin at the single electron level is one of the greatest challenges and goal in molecular 

magnetism. It is important to determine whether the unpaired electron resides in the localised or the 

delocalised orbital in a heterometallic complexes. Localized orbitals tend to be of either π or δ symmetry 

with respect to the metal−metal bond whereas delocalized orbitals tend to be of σ symmetry. Double 

exchange mechanism significantly illustrates the electron delocalisation in molecular magnetism (that is 

deals with the electrons residing in σ symmetric orbitals). Whereas in localised orbital (i.e., electrons 

residing in π or δ orbitals) either the direct or the superexchange mechanism and antiferromagnetic coupling 

occurs if the orbital overlaps or ferromagnetic coupling takes place if the orbitals are orthogonal. 

3.2. Direct Exchange –  

As mentioned above direct exchange mechanism is for electrons present in localised orbitals. It happens 

when 2 paramagnetic ions are close enough in space to allow overlap of their magnetic orbitals. For better 

understanding of direct exchange mechanism, it can be envisioned that two ions each having an unpaired 

electron such that there exist two probability of spin states; S=0 & S=1. To satisfy the Pauli Exclusion 

Principle, the electrons must be of opposite spins, leading to an antiferromagnetic interaction with an S = 0 

ground state. Though the direct exchange mechanism is strong, it is only applicable within minuscule range 

as the coupling strength, J, which is the difference in energy between S=0 and 1 state, rapidly lessens in 

magnitude when the distance between the two centre enlarges. 

      3.3. Superexchange –  

The superexchange mechanism is described as the interactivity of spins confined on two paramagnetic ions 

via a bridging diamagnetic ion. The main scheme behind superexchange is that unpaired electrons confined 

on two metal centres may interact with filled orbitals either from bridging ligands or from a third central 

atom (here, a metal atom). As emphasized in Scheme 1A and 1B (below), these situations both tend to be 

antiferromagnetic interactions. Ferromagnetic interactions may result from the example situation in Scheme 

1C in which the magnetic orbitals are rigorously orthogonal. 
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Scheme 1: General Mechanism for Superexchange (Top) and Orbital Interactions that give rise to Different Magnetic 

Coupling (Bottom)  

 

   3.4. Double Exchange – 

The double exchange mechanism occurs frequently in systems containing two magnetic centers that contain 

a different number of valence electrons from one another. The magnetic centers themselves may differ from 

one another. The key trait is the presence of one or more “extra” electrons that are delocalized between two 

metal atoms. If the other spins on the two magnetic centers all assemble in a parallel (i.e., ferromagnetic) 

arrangement, an “extra” electron does not need to roll over spins as it resonates between the two metal 

centers. An antiferromagnetic state requires the “extra” electron to undergo a spin flip to form a Pauli-

allowed state, which is not commending. This effect is exemplified in [Fe2(μOH)3(tmtacn)2]
2+ (tmtacn = 

1,4,7-trimethyl-1,4,7-triazacyclononane), where a mixed valent Fe (II/III) system presents an overall S = 9/2 

ground state as a result of the double exchange mechanism (Scheme 2). 

         

  Scheme 2: Mechanism by which Double Exchange occurs using a Bimetallic Mixed Valent Fe (II/III) System 
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4. Early Examples of Paramagnetic Heterometallic Metal−Metal Bonded Compounds 

Before 2007, few examples of paramagnetic heterometallic metal−metal bonded compounds were reported. 

Lippert and co-workers introduced paramagnetic heterometallic metal− metal bonded chains in 1981. Their 

synthetic strategy was to use Pt(II)−nucleobase complexes as metalloligands, producing an extensive 

diversity of  Pt−M−Pt heterotrimetallic compounds having paramagnetic central M atoms. For example, the 

methylthymine complex with a central Pd(III) ion. Analysis of the electronic transitions and EPR spectra of 

these compounds led to the conclusion that the filled Pt dz2 orbitals act as ligands to the central metal atom. 

 

 Figure 2: Paramagnetic heterotrimetallicPt(II)-Pd(III)-Pt(II) complex supported by N-methylthymine ligands. 

In 2005, Matsumoto, Uemura, and co-workers reported a quasi-1D system of paramagnetic Pt−Rh octomers 

bridged by Cl ions. Each chain contains a [−Pt−Rh−Pt−Pt−Pt−Pt−Rh−Pt−] metal core with one unpaired 

electron per octomer unit. In this case, the unpaired electron does not tenant the dz2 orbitals of Pt; rather it 

occupies the dxy orbital of Rh and “hops” from one Rh to another. 

 

Figure 3: Repeating unit of a quasi-1D chain complex containing Pt and Rh synthesized by Matsumoto, Uemura, and 

co-workers. 
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5. PARAMAGNETIC HETEROBIMETALLIC COMPLEXES 

Heterobimetallics represent the unadorned way to perceive the impact of two different metals on one 

another. To support the two metals, research groups have focused on providing either a 3-fold symmetric or 

a 4-fold symmetric coordination environment. The heterobimetallic compounds nurtured in this section all 

contain a M−M bond and either three or four equatorial bridging ligands that pier the M−M bonded unit. 

In this review the discussion would be about various types of paramagnetic heterobimetallic complexes, 

their synthesis, spectroscopic data, magnetism and electronic structure.  

The compounds discussed in this review are: 

(1) PtNi(tba)4OH2 

(2) [PtCr(tba)4(NCS)2] 

(3) K(crypt-222)[CrFeL1] 

(4) CoCr(N(o-(NCH2PiPr2)C6H4)3) 

(5) NiV(N(o-(NCH2PiPr2)C6H4)3) 

(6) [Cr(iPrNPPh2 )3Fe-I] 

(7) V(XylNPiPr2)3FeI 

(8) [ClCr(µ-iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)] 

(9) [ClCr(µ- iPrNPiPr2)2Ir(ɳ2 - iPrNPiPr2)] 

 

 

6. Synthetic Methods Used to Form Heterobimetallic Compounds and Their Structural 

Characterization  

In comparison to homometallic metal−metal bonded heterobimetallic compounds, heterometallic analogs are 

much rarer. Synthesis of any heterobimetallic complex, metal−metal bonded or not, involves inherent 

provocations, the most prominent of which is how to avoid formation of the homometallic species. The 

synthetic procedures outlined below are those that have led to successes in forming the paramagnetic 

heterobimetallic complexes addressed in this review. 
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6.1.1. Synthesis of PtNi(tba)4OH2     (1)3 

 

Figure 4: Synthesis of [PtNi(tba)4(OH2)] compound  

As shown in Figure 4, a sodium thiobenzoate solution was prepared in situ to which was added first K2PtCl4 

and then nickel chloride hydrate in rapid succession. The solution was stirred overnight and the resulting 

precipitate isolated by filtration and recrystallized from organic solvents. 

6.1.2. Structure of PtNi(tba)4OH2 (1)3 

Lantern structures with two different donor atoms, hard O and soft S, were chosen in order to selectively 

bind Pt and Ni at separate sites, while minimizing ligand exchange. The structure of (1) is a dimer of 

lanterns with a Pt–Ni distance of 2.570 Å and a Pt·····Pt distance of 3.0823 Å. The two [PtNi(tba)4(OH2)] 

units are again unbridged and in a staggered configuration such that the sulfur atoms are not closer than 3.56 

Å. One H2O molecule is bound to each Ni atom. The Ni derivatives exhibit dimeric structures in the solid 

state via Pt/Pt metallophilic interactions that result in magnetic coupling across the {MPtPtM} unit between 

the two 3d metal ions. 

 

6.2.1. Synthesis of [PtCr(tba)4(NCS)2]   (2)4 

      

Figure 5: Synthesis of [PtCr(tba)4(NCS)2] compound  



Page | 15 
 

A portion of potassium thiobenzoate was dissolved in minimal H2O, yielding a yellow solution. Separately, 

a sample of K2PtCl4 was dissolved in H2O and added, and the two were allowed to mix for 15 min. A 

solution of CrCl3·6H2O in H2O was added, yielding a green precipitate. The precipitate was recovered by 

vacuum filtration and dissolved in acetone, yielding an olive green solution. This solution was layered on 

top of a solution of NaSCN in cold acetone and fluorobenzene. Insoluble green crystals suitable for X-ray 

analysis grew within 48 h. (Fig 5) 

6.2.2. Structure of [PtCr(tba)4(NCS)2]   (2)4 

Compound (2) displays a quasi-1D infinite chain linked in a zig zag pattern with the isothiocyanate N-bound 

to Cr and S-bound to the Pt on an adjacent lantern. The Pt−Cr distance is 2.5252 Å. The SNCS−Pt bond 

distance of 2.702 Å is longer than the Cr−NNCS distance of 2.00 Å. 

 

 

6.3.1. Synthesis of K(crypt-222)[CrFeL1] (3)5 

    

 Figure 6: Synthesis of K(crypt-222)[CrFeL1]  

To prepare the iron–chromium complexes herein, the ligand was first deprotonated and metalated with 

CrCl3. The resulting monometallic species, [Cr(N(o-(iPr2PCH2N)C6H4)3)], which was confirmed by 

combustion analysis, acts as a metalloligand in a subsequent metalation (Figure 6). For example, reaction of 

[Cr(N(o-(iPr2PCH2N)C6H4)3)] with FeBr2 and two equiv KC8 resulted in a color change from dark brown to 

green brown within minutes. The product, (a) is reduced with 1 equiv KC8 generating a red-brown solution 

of paramagnetic [K(solv)n][a]. Encapsulation of the potassium ion with crypt-222 enabled the isolation of 

crystalline [K(crypt-222)][a] (3). 
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6.3.2. Structure of K(crypt-222)[CrFeL1]   (3)5 

The solid-state structures revealed Fe-Cr bond lengths of 1.97 Å of (3). It is C3 symmetric. The average Fe-P 

bond lengths in (3) are between those reported for this FeI (2.29 Å) and Fe0 (2.20 Å) pair. Based on these 

values, the Fe oxidation states in (3) would be consistent with Fe0, but also FeI. The formal oxidation states 

is Fe0 /CrII for (3).  

 

6.4.1. Synthesis of CoCr[N(o-(NCH2P
iPr2)C6H4)3]   (4)6 

 

 Figure 7: Synthesis of CoCr(N(o-(NCH2P
iPr2)C6H4)3)  

A solution of Cr (N (o-(NCH2P
iPr2) C6H4)3) was dissolved in THF and added to a slurry of CoBr2 in THF. 

After stirring the dark green brown solution for 1 h, slurry of KC8 in THF was added. After stirring for an 

additional hour, the solution was then filtered through a Celite pad, which was washed with THF until the 

washings were clear. The solution was dried in vacuo to give a brown powder (Figure 7). 

 6.4.2. Structure of CoCr[N(o-(NCH2P
iPr2)C6H4)3]   (4)6 

The complex is essentially three-fold symmetric. The solid-state structure of (4) reveals short Co−Cr bond 

distances of 2.14 Å. The complementary nature of the bonds along the three-fold axis suggests that the 

position of the chromium atom is sufficiently flexible to accommodate a full range of Co−Cr interactions. 

 

 

6.5.1. Synthesis of NiV(N(o-(NCH2P
iPr2)C6H4)3)   (5)7 
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Figure 8: Synthesis of NiV(N(o-(NCH2P
iPr2)C6H4)3)     

 

The monovanadium(III) compound, V(N(o-(NCH2P
iPr2)C6H4)3) (a, abbreviated as VL), was obtained in 

good yield from the reaction of VCl3(THF)3 (THF = tetrahydrofuran) and the triply deprotonated ligand 

[N(o-(NCH2P
iPr2)C6H4)3] 

3−. Brown (a) was used as a metalloligand in a subsequent metalation to install 

zero valent nickel (Figure 8). Complex NiVL (5) was produced from (a) and Ni(COD)2, where COD = 1,5-

cyclooctadiene. 

6.5.2. Structure of NiV(N(o-(NCH2P
iPr2)C6H4)3)   (5) 7 

The average V−Namide bond length is 1.93 Å. There V has a +3 oxidation state. The apical V−Namine bond 

length is 2.30 Å. Of note, the V−Namine and Ni−V bond lengths are inversely related in that the former 

contracts when Ni−V interactions are absent or weak, and it elongates with increasing Ni−V multiple 

bonding. 

 

6.6.1. Synthesis of [Cr(iPrNPPh2 )3Fe-I]      (6)8 

  

Figure 9: Synthesis of [Cr(iPrNPPh2 )3Fe-I]      

Treatment of CrCl3(THF)3 with three equivalents of Li[iPrNPPh2] (generated in situ) in diethyl ether 

afforded the green chromium tris(phosphinoamide), [Cr(iPrNPPh2 )3 ] (a). Complex [Cr(iPrNPPh2)3Fe-I] (6) 
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can be synthesized upon treatment of an equimolar ratio of (a) and MI2 (M = Fe) in the presence of excess 

Zn powder under ambient conditions (Figure 9).  

6.6.2. Structure of [Cr (iPrNPPh2)3Fe-I]      (6)8 

The compound is isomorphous and crystallizes in the cubic space group with an ideal C3 -symmetric 

geometry in the solid state. In the trigonal lantern geometries of (6) Cr adopts a trigonal monopyramidal 

geometry. The Fe center in 6 has a distorted trigonal bipyramidal geometry with Fe 0.80 Å above the plane 

of the three phosphorus atoms.   

 

6.7.1. Synthesis of V(XylNPiPr2)3FeI   (7)9 

 

 Figure10: Synthesis of V(XylNPiPr2)3FeI 

A solution of V(XylNPiPr2)3 in THF was chilled to −35 °C, and then this solution was added to solid FeI2 

and Zn powder over a period of 5 min (Figure 10). The reaction mixture was stirred at room temperature for 

12h to ensure completion of the reaction. The excess Zn powder and other insoluble residues were removed 

by filtration. 

6.7.2. Structure of V(XylNPiPr2)3FeI   (7)9 

The V/Fe complex 7 is C3-symmetric in the solid state with a trigonal planar geometry at the V center and a 

distorted tetrahedral geometry at Fe if the metal−metal bond is not taken into consideration. The V−Fe bond 

lengths in the two molecules of complex 7 in the asymmetric unit are 2.0186 Å and 2.0195 Å. The stronger 

interaction between V and Fe in complex 7 is the result of the more electron donating phosphine 

substituents, which render the iron center more electron profuse.  

6.8.1. Synthesis of [ClCr(µ- iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)]   (8)10 
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Figure11: Synthesis of [ClCr(µ- iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)]    

Using a salt metathesis route, complex (a) was synthesized by treating CrCl3(THF)3 with three equivalents 

of [iPrNPiPr2]Li in diethyl ether at room temperature. A solution of (a) in Et2O was chilled to -32°C and then 

added to solid [RhCl(COD)]2 over 5 min. The reaction mixture was stirred at room temperature for 12 h to 

ensure completion of reaction. Insoluble by-products were removed via filtration through Celite and the 

volatiles were removed from the filtrate in vacuo. 

6.8.2. Structure of [ClCr(µ- iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)]   (8)10 

The Cr–N–P–Rh–P–N six-membered ring adopts a boat configuration, thus permitting orbital overlap 

between the two metals. If the metal–metal interaction is ignored, the geometry about Cr in (8) is trigonal 

pyramidal whereas the Rh centers adopt a distorted square planar geometry. The average Cr–N distances of 

8 is significantly short (1.875 Å) which is because of the interactions between the amides and the more 

coordinatively unsaturated Cr center in 8. 

 

6.9.1. Synthesis of [ClCr(µ- iPrNPiPr2)2Ir(ɳ
2 - iPrNPiPr2)]     (9)10 

 

Figure12: Synthesis of [ClCr(µ- iPrNPiPr2)2Ir(ɳ2 - iPrNPiPr2)] 

Using a salt metathesis route, complex (a) was synthesized by treating CrCl3(THF)3 with three equivalents 

of [iPrNPiPr2]Li in diethyl ether at room temperature. A solution of (a) in Et2O was chilled to -32°C and then 

added to solid [IrCl(COD)]2 over 5 min. The reaction mixture was stirred at room temperature for 12 h to 

ensure completion of reaction. Insoluble by-products were removed via filtration through Celite and the 

volatiles were removed from the filtrate in vacuo. 

6.9.2. Structure of [ClCr(µ- iPrNPiPr2)2Ir(ɳ
2 - iPrNPiPr2)]     (9)10 
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The Cr–N–P–Ir–P–N six-membered ring adopts a boat configuration in both cases, thus permitting orbital 

overlap between the two metals. If the metal–metal interaction is ignored, the geometry about Cr in (8) is 

trigonal pyramidal whereas the Ir centers adopt a distorted square planar geometry. The average Cr–N 

distances of 8 is significantly short (1.883 Å) which is because of the interactions between the amides and 

the more coordinatively unsaturated Cr center in 8. 

 

7. Electronic Spectra of the Heterobimetallic Compounds 

7.1. Spectra of PtNi(tba)4OH2 (1) 3 

A series of UV-Vis spectra for 1 in THF in the concentration range 0.5–10 mM showed no changes 

attributable to monomer–dimer equilibrium. It exhibit weak absorbances in solution in the NIR at 1337 nm 

(Ɛ = 10 M-1 cm-1 ), consistent with intermetallic d–d charge transfer. 

 

7.2. Spectra of [PtCr(tba)4(NCS)2]   (2) 4 

UV−vis−NIR (diffuse reflectance) (λmax): 257, 660, 1672.  

IR (cm−1 ): 2100 s, 1594 w, 1505 s, 1487 w, 1461 m, 1435 m, 1310 w, 1219 s, 1173 m, 1000 w, 963 s, 770 

w, 723 m, 680 m, 645 m, 586 m. 

 

7.3. Spectra of K(crypt-222)[CrFeL1]   (3) 5 

The complex has been investigated by Mössbauer spectroscopy. The isomer shift value is 0.29 mm s-1. This 

proves that Fe has a 0 oxidation state.  

 

7.4. Spectra of CoCr[N(o-(NCH2P
iPr2)C6H4)3]   (4)6 

1 H NMR (ppm, THF-d8, 500 MHz): 10.5, 6.1, 2.4, 0.7, −1.0, −4.8. 

UV−vis−NIR (THF) λmax, nm (ε, M−1 cm−1 ): 325 sh (24 000), 440 sh (4400), 520 sh (2600), 840 sh (650), 

1420 (950). 

7.5. Spectra of NiV(N(o-(NCH2P
iPr2)C6H4)3)   (5) 7 

1H NMR (ppm, C6D6, 400 MHz): 13.9, 6.9, 2.6, 1.2, 0.9, 0.5 (brsh).  

UV−vis−NIR [THF; λmax, nm (ε, M−1 cm−1 )]: 410 (5200), 905 (500). 
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7.6. Spectra of [Cr(iPrNPPh2 )3Fe-I]      (6) 8 

1H NMR (400 MHz, C6D6 , ppm): δ 18.6, - 2.0, -11.6.  

UV-vis-NIR (C6H6 )λmax, nm (ε, L mol-1 cm-1): 340 (5900), 490 (900), 670 (600), 760 (400), 980 (310), 

1170 (450). 

 

7.7. Spectra of V(XylNPiPr2)3FeI   (7) 9 

1H NMR (400 MHz, C6D6): δ 30.2 (401), 5.3 (19), 4.8 (48), 1.6 (18), −0.4 (116), −1.6 (148).  

UV−vis−NIR (C6H6) λmax, nm (ε, L mol−1 cm−1 ): 490 (940), 610 (520), 880 (340). 

 

7.8. Spectra of [ClCr(µ- iPrNPiPr2)2Rh(ɳ2 - iPrNPiPr2)]   (8)10
 

The 1H NMR spectra of 8 show nine paramagnetically broadened resonances, suggesting asymmetric 

structures with the three phosphinoamide ligands in at least two different environments. 1H NMR (400 MHz, 

C6D6): d 22.3, 12.5, 11.0, 10.4, 8.7, 4.9, 0.7, 0.3, -0.6. 

 

7.9. Spectra of [ClCr(µ- iPrNPiPr2)2Ir(ɳ
2 - iPrNPiPr2)]     (9) 10

 

The 1H NMR spectra of 8 show nine paramagnetically broadened resonances, suggesting asymmetric 

structures with the three phosphinoamide ligands in at least two different environments. 1H NMR (400 MHz, 

C6D6): d 16.4, 11.9, 10.7 (2 signals overlapping), 9.0, 6.0, 4.8, 0.05, -2.2. 

 

8. Electronic Structure of Heterobimetallic Compounds 

The electronic structure of each complex featured in this section can be derived from either an idealized C3-

symmetric or C4- symmetric structure. Those derived from the idealized C3- symmetry structure can be 

further classified into one of two generalized structures depending on the π donor ability of the equatorial 

ligand set.  

 

8.1. Electronic Structure of C4 Symmetric Heterobimetallics. 
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In a C4 symmetric structure, the five metal d orbitals transform into 1 σ, 2 π, and 2 δ symmetry orbitals 

representing the dz2, dxz, dyz, dxy, and dx2 −y2 orbitals, respectively. The δ symmetry dx2 −y2 orbital is 

predominantly involved in metal− ligand bonding and hence is typically vacant unless the metal ions are 

high-spin. 

 Among the following compounds mentioned in the review {PtNi}16 (where 16 is the total number of d 

electrons) complex (1) has a C4 symmetry. Only four d-orbitals were included for each metal center, 

excluding the dx2-y2 orbital on the basis that it is involved predominantly in metal–ligand bonding. 

 

Figure 13: MO Diagram for Pt–Ni interaction in [PtNi(tba)4(OH2)].3 

The sides of Figure 13 show the qualitative ligand-field splitting and high-spin engagement is expected for a 

{NiO4} environment and the low-spin environment for {PtS4}. The midsection of Figure 13 shows how 

these two square planar centers overlap to form a new high spin system. Here, the 16 electrons fill up to the 

σ* and Ni dx2 −y2 levels, resulting in an S = 1 ground state configuration. In this case, the small difference 

in effective nuclear charge of the metal atoms (ΔN = 0) gives rise to delocalized σ, π, and δ orbitals. 

Increasing ΔN is expected to lead to localization of the π and δ orbitals, and polarization of the σ orbitals. 

Therefore (1) is best reported as containing a two-center/three-electron σ bond between the metal atoms.  

 

 

8.2. Electronic Structure of C3 Symmetric Heterobimetallics 
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The trigonal ligand field found within C3-symmetric structures allows all five metal d orbitals to engage in 

metal−metal bonding. In a C3 structure, the dxy and dx2 −y2 orbitals become degenerate orbitals of δ 

symmetry.  

Here, a comparative study has been made between complexes (3), (4) and (5). All these three compounds are 

having a {MM′}12 electron count (where 12 is the number of d electrons present in the complex). At first 

glance, the orbital diagrams and electron configurations appear to be identical. But on inspecting the metal-

metal distance range from 1.97 Å for (3) to 2.49 Å for (5), a major distinction in the electronic structure that 

affect metal−metal bonding was observed. 1 

In complex (3), the d-orbital manifold is comprised of delocalized σ/σ* and π/π* MOs as well as localized 

dx2-y2/dxy orbitals. No δ-bonding is evident. 

In complex (4), the weak ligand field of trigonal coordination geometries, all five d-orbitals can potentially 

participate in metal−metal bonding. Hence, the d-orbitals can combine to form one σ (dz2), two π (dxz, dyz), 

and two δ (dxy, dx2 −y2 ) bonds. Here, the δ-symmetric d-orbitals are localized. 

In complex (5), the σ- and π-symmetric MOs become increasingly localized and, hence, nonbonding. In (5), 

the unpaired spin is predicted to be centered at V. For the NiV species, only nonbonding, localized MOs are 

present, and hence the formal bond order is 0. But experimental values suggest some bonding interaction in 

5. A natural bond orbital (NBO) analysis reveals this interaction to be dative, Ni → V. The interaction of 

lone pair of electrons in the Ni dz2 orbital and an empty V dz2 orbital provides an estimated electronic 

stabilization of ∼20 kcal/mol.7  

All three compounds have an S = 1 ground spin state with the two unpaired electrons in δ-symmetry orbitals 

localized on the more electropositive metal atom. The major difference in going from (3) to (4) to (5) is a 

change in ΔN from 2 to 3 to 5 (ΔN= the difference in the d- electrons of the 2 participating metal ions). This 

change affects the polarization of the orbitals according to their symmetry. Compounds (3) and (4) are alike 

in that they have delocalization in both the σ and π symmetry orbitals. The composition of the σ bonding 

orbitals is ∼33:66 polarized toward the more electronegative metal in both cases.1 The π bonding orbitals, 

however, are more responsive to the change in ΔN, changing from a 27:73 Cr:Fe split in (3) to 16:84 Cr:Co 

in (4). This weakening of the metal−metal π bonding is manifested in a 0.17 Å elongation of the 

metal−metal distance from (3) to (4)1. With (5), the ΔN value is 5. In this case, all of the orbitals localize to 

one metal center or the other. Only the σ bonding orbitals shows slight delocalization with a 10:90 V:Ni 

polarization.1This trend is due to the energy mismatch of the participating orbitals budding from differences 

in the effective nuclear charge. Large differences in energy prevent delocalized bonds from forming as in the 

case of (5) described as having only a dative interaction. A notable feature of this data set is that it shows 

clearly that the symmetry of the d orbitals strongly affects the degree of energy mismatch. Thus, δ-symmetry 

orbitals, which have relatively poor overlap to begin with, are the first orbitals to “localize” when ΔN 
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increases. Thus, (3) can be described as having only a σ2 π4 configuration contributing to its metal−metal 

bonding despite being a {MM′}12 complex. (Refer Figure 14). 

  

Figure 14: Qualitative MO Diagram for (3), (4) and (5). These compounds range from having a triple bond (left) to a 

dative interaction (right). Orbitals depicted in black represent highly delocalised orbitals across the chain. As the 

difference in group number ΔN increases, the orbitals become localised onto one metal center. These localised orbitals 

are denoted in either blue or gold and correlate to the metal of that colour11. 

In complex (7), due to the large differences in atomic orbital energies between the two different metals 

involved, there is no significant δ-bonding overlap in V/Fe heterobimetallic complexes, and the existing π 

interactions are highly polarized. For the C3-symmetric V/Fe complex 7, the calculated MO diagrams predict 

both σ and π overlap. From EPR spectroscopy it is observed that the SOMO of 7 is predicted to be a Fe-

localized orbital that is nonbonding with respect to V. (Figure 15) 

In complex (6), the differing atomic orbital energies of the two transition metals involved prevent orbital 

overlap of δ symmetry. While each of the complexes has the symmetry to form both σ and π metal-metal 

bonds, this does not occur in all cases and the overlap that does occur is relatively weak. The {CrFe}10 

complex 6 (where the {M1M2}
n notation is meant to represent the number of total d electrons “n” in the d-

orbital manifold) adopts a (σ)2 (π)4 (π*)2 (Fenb)
2 configuration with the intermediate spin S = 2 state allowing 

the σ* and Crnb orbitals to remain unpopulated. From this configuration, the formal Cr-Fe bond order is 2. 

The metal-metal π bonding orbitals of 6 show substantial π-anti-bonding character with respect to the I- 

terminal ligand, which likely weakens the metal-metal π bonding in 6.The π* orbitals of the complex 6 is 

invariably lower in energy than the localized Fe non-bonding orbitals (dx2-dy2, dxy). As a consequence, 

electrons populate both the M non-bonding orbitals and the metal-metal π* orbitals in (6), leading to lower 

bond orders and higher spin state configurations. The weaker π overlap (and weaker metal-metal bonding in 

general) between Fe and Cr may be the result of a number of different factors stemming from the inherent 

geometric differences between this complex. (Figure 15) 
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Generally, as ΔN increases the overlap between the orbitals of the two transition metals decreases hence 

increasing the metal-metal bond length. But the (σ)2 (π)4 (Fenb)
3 configuration for complex 7 gives rise to a 

V−Fe triple bond order (a σ bond and two π bonds), resulting in extremely short bonds. Turning to complex 

6, in contrast to the VFe species and despite the more favourable ΔN = 2, the Cr and Fe complex contain 

longer metal−metal distances because of lowering of the π* orbital energy of (6) below the localized δ-

symmetry nonbonding Fe d orbitals (as mentioned above). 

        

Figure 15: Qualitative MO diagrams for the bonding manifolds for (6) and (7) that give rise to multiple bonds or 

dative interactions, respectively. Orbitals that are in red or blue are localized to the corresponding colour metal. The 

π* orbitals have been emphasized with a box1.   

In complex (9) and (10), both the complexes show quite similar MOs. Since the inherent electronegativities 

of CrIII and RhI or IrI should differ substantially, it is expected that the interaction between the two metals in 

complexes 9 and 10 is polar and perhaps better represented as a donor–acceptor interaction. 

In 9, there is actually substantial orbital overlap between the two metals, with many of the frontier molecular 

orbitals containing significant contributions from both Cr and Rh. Most notably, a relatively covalent 

doubly-occupied Cr–Rh bonding orbital is found, along with a singly-occupied molecular orbital 

corresponding to a Rh–Cr antibonding orbital. Thus, if these two orbital interactions are considered, the Cr–

Rh bond order is predicted to be̴ ~0.5. The relative covalency of the metal–metal bond is somewhat 

unexpected given the vastly different electronic nature of Cr and Rh. However, if one considers that the 

increased electronegativity of Rh lowers the energy of its frontier MOs, the well-matched energy of the 

overlapping Cr 3d orbitals and Rh 4d orbitals in 9 can be justified. 
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Figure 16: Pictorial representation of the frontier molecular orbitals of complex (9) derived from DFT calculations. 

 

9. Magnetic Properties of Heterobimetallic Compounds 

Despite containing only two metals, the diversity of magnetic interactions presented by the heterobimetallic 

compounds discussed here is wide-ranging. Depending on the position of the unpaired electrons and the 

energies of the d orbitals they reside in, unpaired electrons may be confined to one metal center or be 

delocalized over both centers and coupling can be ferro- or antiferromagnetic. 

9.1. Isolated Magnetic Ions 

Compounds containing isolated magnetic ions are those in which the spins are concentrated to a single metal 

atom. 

The Evans method susceptibility values of 3.11 µB is consistent with high spin first-row transition metal 

centers as expected from the oxygen carboxylate donors and pseudo-octahedral coordination geometry. 

Variable-temperature solid-state susceptibility measurements revealed much more interesting behaviour in 

complex 1, however, the data for 1 show antiferromagnetic coupling, this time of two S = 1 ions to give a 

singlet ground state. At 295 K, the χMT product for crystalline 1 is 1.81 emu K mol-1 (µeff = 3.80 µB). This 
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value is only slightly lower than expected for two magnetically isolated Ni (II) ions with g = 2 (2.00 emu K 

mol-1 expected). The susceptibility decreases monotonically upon cooling, reaching 0.02 emu K mol-1 at 25 

K and 0.01 emu K mol-1 at 5 K. The main pathway for antiferromagnetic exchange is through the Ni dz2–Pt 

dz2–Pt dz2–Ni dz2 alignment.3 

The complex (3) is paramagnetic. The magnetic moment of (3) is 2.69 µB and is temperature-independent 

from 20 to 290 K. Thus, complex (3) has an S = 1 ground state that is energetically well-isolated.5 

Evans’ method (C6D6): μeff = 2.76 μB for cpmplex (4). The magnetic susceptibility plots of (4) are essentially 

temperature independent from 40 to 300 K, with value of 3.22 μB. This value is most consistent with S = 1 

(spin-only magnetic moment, μSO = 2.83 μB) for cobalt−chromium (4).6 

Complex (5) is paramagnetic and shows 6 proton resonances that are significantly broadened. It owes its 

paramagnetic nature due to S=1 VIII center. The effective magnetic moment of NiVL (5) was determined by 

Evan’s NMR solution method at room temperature (rt) to be 2.39 μB, which is significantly below the spin-

only moment for S = 1 (2.83 μB), suggesting that the g value associated with the V(III) d2 spin is 

significantly less than 2.Specifically, the susceptibility of 5 would be consistent with a low g value of 1.7.Of 

relevance, low g values of 1.7 have been corroborated by high field EPR and/or variable-temperature 

magnetic susceptibility measurements for octahedral VIII species.7 
 

Solution magnetic moments measurements of 6 suggest S = 2 (µeff = 4.83 µB) ground states8 because it has 4 

unpaired electrons in the ground state (as mentioned above, in complex 6 the π* orbital is located below the 

Fenb orbital; hence it has 4 unpaired electrons). 

The 1H NMR spectrum of (7) displays 6 well-defined paramagnetically shifted resonances, consistent with a 

3-fold symmetric complex, and the solution magnetic moment of 7 (μeff= 1.82 μB) indicates a S=1 2⁄  ground 

state which is centred in the Fenb orbital.  

The magnetic moment of 8 (µeff = 3.83 µB) indicates that this contain CrIII and possess an overall S= 
3

2
 

ground state. 10 

Therefore, in complex 9 and 10 containing interactions between CrIII and either RhI or IrI species, both 

compounds have spin states of S= 
3

2
. This is attributable to a diamagnetic Rh or Ir species and Cr(III) ion 

housing the localized d- electrons.  

 

 

 

9.2. Spin-coupled magnetic centers: 
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In the case where both metal atoms in a heterobimetallic complex are high spin and paramagnetic, the 

magnetic properties can be difficult to rationalize. 

Perhaps the most surprising compound in this class is complex (2) which behaves as a one-dimensional 

infinite chain linked in a zigzag pattern through thiocyanate ligands. The bridging isothiocyanate ligand can 

only transmit spin density via orbitals with π symmetry. These orbitals are orthogonal to the Pt-based dz2 

(σ*) orbital on an adjacent {PtCr} unit. In turn, this orthogonality results in intrachain ferromagnetic 

interactions between the Cr(III) centers via Hund’s rule (J = +1.18 cm−1). At ±5 T, the magnetization values 

approach saturation near 3 μB, consistent with an S = 3/2 ground state spin for each Cr(III) ion. At 4 K, the 

smooth and monotonic increase in magnetization with increasing field (0 to 5 T) is consistent with 

paramagnetic behaviour. At fields lower than 4000 Oe and T < 4 K, the magnetization trace shows some 

discontinuities, suggesting possible rearrangements of chain magnetic moments. Indeed, the hysteresis field 

sweep collected at 1.8 K exhibits butterfly-like hysteresis loops observed between 0 to 1 T and 0 to −1 T. 

Given the zigzag nature of the {Pt-Cr-NCS} chains, it is reasonable to attribute the discontinuities to 

rearrangement of the net ferromagnetic chain moments as the external field is changed due to canting of the 

Cr(III) magnetic axes.4 (Figure 17) 

 

Figure 17: Field dependence of magnetization for (2) acquired at selected temperatures between 1.8 K to 4 K; lines are 

guides to the eye. (inset) Expansion of M Vs H plot obtained at 1.8 K to show butterfly-like hysteresis.  

 

10. Conclusion 

In the dawn of 2007, the sphere of paramagnetic metal−metal bonded compounds has experienced a 

resurrection. This resurrection has incorporated the debut of various new types of bonds, inclusive of 

multiple bonds, heterobimetallic compounds evincing unusually large ferromagnetic coupling, new electron 

transfer properties, that crystallize into tetramers with long-range coupling, and heterometallic 1D zigzag 
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chain compounds. The relevant choice of ligand for axial position and metal−metal pairing allows for long-

range polymeric interactions. Continued evolution of other diamagnetic or new paramagnetic mediators 

between magnetic centers may be a way to endow heterobimetallic complexes with further engrossing 

magnetic properties.  
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                                                         Abstract 
Polymeric micelles that are formed by self-assembled amphiphilic block copolymers may serve as nanoscopic, 
long-circulating carriers of hydrophobic drugs. Among the different polymer-based drugs, these micelles 
generally display smaller size, easier preparation, sterilization processes and good solubilization properties (in 
order to improve bioavailability of the poorly soluble drugs). These properties of the polymeric micelles make 
them very stable in vivo and can accumulate in tumoral tissues. This article puts special emphasis on the use 
of polymeric micelles as pharmaceutical carriers, drug loading procedures and potential medical applications 
in treatment of human diseases. 
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1.   Introduction 

                           It has been long recognized that improving one or more of the intrinsic adsorption, distribution, 
metabolism and excretion (ADME) properties of a drug is a critical step in developing more effective drug 
therapies [1]. Oral administration is the most convenient route for drug delivery because of its simplicity 
convenience and patient acceptance specially in the case of repeated dosing for chronic therapy [2]. To 
minimize drug degradation and loss upon administration, prevent harmful or undesirable side-effects and 
increase drug bioavailability and fraction of the drug accumulated in the pathological zone, various drug 
delivery and drug targeting systems are currently being developed or under development. Among drug 
carriers one can find soluble polymers, microparticles made of natural and synthetic polymers, microcapsules, 
cells, cell ghosts, lipoproteins, liposomes and micelles. Each of those carrier types offers its own advantages 
and all those carriers can be made slowly degradable, stimuli reactive (for example, pH or temperature 
sensitive) and even targeted (for example, by conjugating them with specific antibodies against certain 
characteristic components of the area of interest) [3-6]. Fast clearance of the drug carrier is prevented since 
the glomerular filtration in the kidney has a molecular weight cut-off of approximately 50,000 g/mol [7]. The 
clearance of the drug was also found to be considerably lowered for particles less than 200 nm, which was 
assigned to a higher surface curvature [8]. Nanotechnology brings some advantages to the drug delivery, 
particular for oral drug. One approach to enhance the absorption efficiency and bioavailability of highly 
lipophilic drugs consists in using a particulate delivery system soluble or dispersible in an aqueous 
environment. This strategy is based on the following premises: particulate systems (a) provide the drug with 
some level of protection against degradation within the gastrointestinal tract (GI) tract; (b) prolong the drug  
transit time and facilitate translocation of the drug across epithelial barriers, thus improving drug absorption; 
and (c) may be targeted to specific sites and carry functionalities that assist specific absorption pathways [9]. 
   In this review, after a short description of micelles characteristics, different aspects will be 
addressed, from the micelles basic characteristics (CMC, size, surface charge, solubilization, drug loading, drug 
release rate) to applications of polymeric micelles in drug delivery. 

  



       

        2.   Micelles and micellization: relevance to drug delivery 

2.1      Micelle and its solubilization 

                 A micelle or micella is an aggregate of surfactant molecules dispersed in a liquid, forming a colloidal 
suspension. The particle size of the micelle is normally within the 5-100nm range [10]. Micelles consist of an 
inner core of an assembled hydrophobic segments capable of solubilizing lipophilic substances and an outer 
hydrophilic corona serving as a stabilizing interface between the hydrophobic core and the external aqueous 
environment, i.e., they belong to amphiphilic colloids [11]. The concentration of a monomeric amphiphile at 
which micelle appear is known as critical micelle concentration (CMC), while the temperature below which 
the amphiphilic molecules exists as unimers and above which it aggregates is called the critical micellization 
temperature (CMT). The CMC and CMT determine the threshold of the micelle formation [12,13]. Figure 1 
shows the scheme of micelle formation from an amphiphilic molecule and its loading with a poorly soluble 
drug. 

 

                             

       Fig 1.  Micelle formation from amphiphilic unimers and drug incorporation into the micelle core by both 
covalent attachment to the hydrophobic fragment of the unimer and by non-covalent incorporation into the 
hydrophobic core micelle. 

                             Generally, the CMC of a block copolymer decrease with the increase of block length of the 
core forming hydrophobic block and thus increasing the whole molecular weight. The important property of 
micelles as drug carriers is that they entrap sparingly soluble drugs and deliver them to the active site at 
concentrations that exceed their solubility and thus improve their bioavailability, reduce their toxicity and 
enhanced permeability across the physiological barriers [14,15]. Micelles made of non-ionic surfactants are 
most frequently used as adjuvants and drug carriers in pharmaceuticals [16-18]. They have an anisotropic 
water distribution where concentration of water decreases from the surface towards the core of the micelle. 
Due to this, micelles show a polarity gradient from the highly hydrated surface to the hydrophobic core. As a 
result, the position of the drug within a micelle will depend on its polarity. The non-polar molecules are 
solubilized in aqueous solution within the micelle core whereas the polar molecules are adsorbed on the 
surface of the micelle. In the meantime, the substances having the intermediate polarity are distributed along 
the surfactant molecules in a certain intermediate position. 

                     

 



 

                                                 

 Fig. 2   Possible patterns of drug association with a micelle depending on the drug hydrophobicity (black color 
on a ‘drug molecule’ shows the hydrophobic area; white, the hydrophilic area). Completely water-soluble 
hydrophilic drug can only be adsorbed within the micelle corona compartment (case 1); while completely 
insoluble hydrophobic molecule can only be incorporated in the micelle core compartment (case 5). Drug 
molecules with intermediate hydrophobic/hydrophilic ratio will have intermediate positions within the micelle 
particle (cases 2 to 4). 

                                    Surfactant micelles which are formed above CMC rapidly break apart on dilution, thus 
result in primitive leakage of drug and its precipitation in situ. These limitations as drug carriers instigate the 
high stability and the solubility of micelles [19]. 

 

2.2     Biological significance of micellization 

                                Micellization of biologically-active substances is a phenomenon where it is believed that the 
increase in the bioavailability of a lipophilic drug upon oral administration is caused by drug solubilization in 
the gut by naturally occurring fatty acid-containing mixed micelles (biliary lipid) produced by the  organism as 
a result of the digestion of dietary fat [20]. The micellar form of the drug is transferred across the intestinal 
mucosal membrane into the enterocyte where it enters the lipoprotein biosynthetic pathway and eventually 
is released into the intestinal lymphatics being incorporated into chylomicron particles [21]. Here, mixed 
micelles play a key role in the transport of drug across the mucosal membrane. Amid other micelle-forming 
amphiphilic substances, low-molecular-weight oligoethylene glycol-based surfactants are especially widely 
used in pharmaceutical technology as solubilizers for poorly water-soluble or water-insoluble drugs for 
parenteral and oral routes of drug delivery like, for example, Polysorbate 80 [22-24].  The main advantage of 
this surfactants for pharmacological applications is their reported low toxicity [25]. The mechanism of the 
bioavailability enhancement is apparently close to the one for the biliary lipids: direct disturbance of the 
absorbing membrane. The structure of micelles makes them suitable carriers for poorly water-soluble drugs 
that account for approximately 25% of conventional, commercially available therapeutics and nearly 50% of 
them identified through screening techniques. The definite drawback is that mixed micelles composed of low 
molecular weight surfactants are thermodynamically not stable in aqueous media and are subject to 
dissociation upon dilution. Hence, in terms of drug delivery carrier development, there is a need to find a 
delivery carrier development, new class of surfactant molecules able to form more stable micelles with lower 
CMC values. Hence, a class of amphiphilic polymers known to form polymeric micelles in aqueous solutions, 
has been proposed as a drug carrier [26].  



 

3.   Polymeric Micelles 

   General Features  

                   Polymeric micelles are self-assembled core-shell structures originated from amphiphilic block 
copolymers (ABCs) in an aqueous solution. The size of the polymeric micelle ranges from ~10 to ~100 nm and 
usually this size distribution is narrow. Hydrophobic segments of amphiphilic di- or tri-block copolymers self-
assembled spontaneously into a supramolecular core above CMC. The hydrophobic core acts as a reservoir 
for solubilization of poorly water-soluble drugs whereas a hydrophilic shell interfaces the aqueous milieu. The 
major driving force behind self-assembled of amphiphilic polymers is the decrease of free energy of the system 
due to removal of hydrophobic fragments from aqueous environment with the formation of a micelle core 
and reestablishment of hydrogen bond network in water [27,28].      
        The CMC value is the most important parameter that defines micelles' thermodynamic 
stability [29]. The relative thermodynamic stability of polymer micelles primarily depends on the length of the 
hydrophobic block. An increase in the length of the hydrophobic block significantly decreases the CMC of the 
unimer construct, i.e., increases the thermodynamic stability of the micelle, whereas an increase in hydrophilic 
block alone slightly increases the CMC, i.e., decreases the thermodynamic stability of the polymeric micelle. 
Another fundamental parameter is kinetic energy which is an index of the micelle, tendency to disassembly 
over time when the system is diluted below the CMC. Due to the higher kinetic stability and lower toxicity, 
polymeric micelles are preferred to low molecular weight (MW) surfactants-composed micelles as drug 
delivery systems [30-32].  

 

3.1    Polymer micelle structures  

3.1.1    Self-Assembled Micelles  
                  Self-assembled micelles are created from amphiphilic polymers that spontaneously form nano-sized 
aggregates when the unimers (individual polymer chains) are directly dissolved in aqueous solution by 
dissolution method above CMC and CMT. The process of self-assembly is driven by a gain in entropy of the 
solvent molecules since the hydrophobic polymer segments aggregate and withdraw from aqueous solution 
[33,34]. 

                                               

                                                              Fig. 3   Self-assembly of block copolymer micelles 

                      If the mass of the hydrophilic block is too great, the copolymers exist as unimers in aqueous 
medium, whereas if the mass of the hydrophobic block is too great, unimer aggregates with non-micellar 
morphology are formed. Otherwise, if the mass of the hydrophilic block is similar or slightly greater than the 
hydrophobic block then micelle core will be formed [35].  



 

3.1.2   Unimolecular Micelles (Covalently Assembled Micelles) 

                        These are topologically similar to the self-assembled micelles but consist of single polymer 
molecules with covalently linked amphiphilic chains. For example, copolymers with star-like or dendritic 
structure can either aggregate into multimolecular micelles or exist as unimolecular micelles [36]. Star-like 
micelles have a corona significantly bigger than the core, while the dendritic aggregates are dominated by a 

substantially bigger core.  

                     Dendrimers are widely used as building blocks to prepare 
unimolecular micelles because they are highly-branched, have distinct 
globular shape and controlled surface functionality. The dendritic 
cores can entrap various drug molecules. These unimolecular micelles 
encapsulate a hydrophobic drug, etoposide with high drug loading 
capacity [37].  

                    Multi-arm star-like block copolymers are synthesized by 
either the arm-first or core-first methods. In this method, 
monofunctional living linear macromolecules are prepared and then 
either cross-linked through propagation using a bio-functional 
comonomer or by adding a multifunctional terminating agent to 
connect to precise number of arms to the centre. These polymers are 

directly soluble in water and formed unimolecular micelles. In addition, star-copolymers with polyelectrolyte 
arms can be synthesized to develop pH-sensitive unimolecular micelles as drug carriers [9].  

  

3.1.3   Cross-linked Micelles  

                            Cross-linking of the micellar shell is a very promising approach to improve the stability of 
micelles without affecting the loading capacity in the core (C) [44,45]. It leads to a nano-sized structure (around 
20-200 nm) that are stable upon dilution and shear forces with an immobile but permeable cross-linked 
peripheral layer and a mobile non-cross-linked core region and environmental variation (e.g. changes in pH 
values, ionic strength, solvents etc.) [38,39].  

                        

       Fig. 5   Crosslinking of micelles via functional groups at the end of hydrophobic chain (inner-core crosslinked, 
A), functional groups along hydrophobic chain (core crosslinked, B), functional groups along hydrophilic chain 
(shell crosslinked, C), polyelectrolyte complex formation (D), functional group along middle block of triblock 
(interface crosslinking, E). 

Fig. 4   Star-like & Dendritic micelle 



                             There are range of pathways to achieve stabilization of self-aggregation of the cross-linked 
micelle. The introduction of reactive or polymerizable end groups to the hydrophobic block of an amphiphilic 
block copolymer enables the fixation of the micelle within the micelle core (A) [40,41]. The random distribution 
of the functional groups along with hydrophobic block promotes the stabilization of structure (B) [42]. This 
approach, however, limits the loading capacity and effects the release of the drug. The formation of a triblock 
copolymer with subsequent crosslinking of the middle block copolymer results interface cross-linking between 
hydrophobic and hydrophilic blocks (E) [43]. For charged block copolymers a different approach has been 
employed. The negative or positive charges distributed along either block can form strong complexes with 
polyelectrolytes of the opposite charge. These micellar-complex can either be very stable or the cross-linking 
can be reversed depending on the ionic strength (D) [46]. 

 

4.   Polymeric Micelles for drug delivery 

                            Polymeric micelles have been widely studied as delivery medium for poorly water-soluble 
drugs, such as paclitaxel, indomethacin, amphotericin B, Adriamycin and dihydrotestosterone. The key 
physicochemical considerations of polymeric micelles for drug delivery include nanoscopic dimensions, drug 
loading capacity, release kinetics and physical stability against drug precipitation. The advantage of polymer 
particles as drug carriers in contrast to oral administration lies in the increased circulation time in the body. 
Poly(ethylene) glycol (PEG), the most widely used hydrophilic block, is well-known to enhance the circulation 
time substantially in order for the particles to remain undetected [47]. Polymer encapsulated drugs becomes 
superior for the treatment of solid tumours. The so-called enhanced permeability and retention (EPR) effect 
leads to preferred accumulation of polymers in the tumour while the ineffective lymph drainage of tumours 
hampers the clearance of drug carrier [48].                        

 

4.1   Block copolymers for polymeric micelles 

                       Di-block copolymers can be obtained using a range of techniques, such as free radical 
polymerization, anionic polymerization, cationic polymerization, living/controlled radical polymerization (such 
as atom transfer radical polymerization (ATRP), nitroxide mediated polymerization (NMP) and reversible 
addition fragmentation chain transfer (RAFT)), polycondensation, ring-opening polymerization and further 
novel techniques are all mentioned as successful pathways to block copolymers.  

 

4.2   Proteins or Peptides  

                       Proteins or peptides may have many therapeutic uses but here the main focus is on the 
protein/peptides building blocks in amphiphilic block copolymers. Proteins/peptides can be treated as a water-
soluble block with potentially high biocompatibility. Several proteins or peptides are known to allow the 
targeted delivery of drugs such as transferrin. These receptors are abundant to different cancer cell lines. Thus, 
transferrin bound to amphiphilic block copolymers can be a promising pathway in targeting specifically tumour 
cells [49]. Another drug carrier Liposomes which are extensively studied and the most widely used, have 
suitable characteristics for protein or peptide encapsulation. These vesicles are formed by concentric spherical 
phospholipid bilayers encapsulating an aqueous milieu. Liposomes are completely biocompatible, biologically 
inert and cause little toxic or antigenic reactions. Many techniques for liposome preparation require only 
manipulations that are compatible with peptide and protein integrity [50]. Furthermore, new approaches to 
intracellular drug delivery including the use of transduction proteins and peptides are also being developed.   

 



4.3   Drug loading 

                     Polymeric micelles are generally investigated to encapsulate hydrophobic drugs to increase their 
solubility in an aqueous milieu. The delivery of hydrophilic drugs increases the circulation time on the surface 
of the system. In order to achieve high loading, the hydrophilic molecules need to conjugate chemically with 
the unimers or via electrostatic interactions by using polyion complex micelles. The amount of loading strictly 
depends on the hydrophobic interactions occurring between the drug and the micellar core. This compatibility 
is based on drug characteristics such as polarity, hydrophobicity and charge. To assess compatibility between 
the polymer and solubilized drug, the Flory–Huggins interaction parameter may be used. The parameter, χsp is 
defined as, 

                                                     χsp = (δs – δp)2 Vs / RT 

where is χsp the interaction parameter between solubilized drug (s) and core-forming polymer block (p), δ is 
the Scatchard–Hildebrand solubility parameter of the core-forming polymer block and Vs is the molar volume 
of the solubilized drug. The lower is the parameter χsp, the greater the compatibility between the drug and the 
micelle core [51].           
     The definition of the loading capacity, also called drug loading (DL), and the 
entrapment efficiency (EE) should be carried out to evaluate the suitability of the excipients as well as to select 
the preparation method ensuring an efficient encapsulation of the selected drug. DL and EE can be calculated 
as: 

                                          %DL   =    ௨௧  ௗ௨  ௧ ௦

 ௧௧ ௦ ௪௧ (ௗ௨ ା ௬)
 × 100 

                                              

                                          %EE   =    
௨௧  ௗ௨  ௧ ௦

௧௧ ௨௧  ௗ௨ ௧௬ ௗௗௗ
  × 100 

 
where the amount of drug in the micelles, in case of lipophilic compounds, can be quantified 
spectrophotometrically or via HPLC analysis after separation of the undissolved drug [52]. 

 

4.4   Drug release studies  

                          Drugs must be released slowly from polymeric micelles for drug targeting. This process is called 
depot effect. Fast release of drugs from polymeric micelles which is also known as dose dumping, potentially 
causes precipitation of hydrophobic drug in the vascular system.      
             The most common method used for describing drug release from micelles is the dialysis process. 
In this method, the micellar formulation is introduced into a dialysis bag which is immersed in a recipient filled 
with the release medium maintained at constant temperature and stirring speed. While the released drug can 
diffuse from inside the bag to the outer medium, the micelle is prevented to cross the membrane due to its 
size. Thus, by analysing samples withdrawn from the external medium at different time points, the release 
profile can be built [53,55]. Moreover, an adequate cut-off must be chosen to ensure the complete release of 
a drug. The small molecules easily diffuse across dialysis membranes while the large cut-off values are 
necessary in the case of proteins and antibodies. To ensure accuracy of the results, the volume and the 
composition of the acceptor medium should be selected in such a way that guaranteed the sink conditions; 
most of the times the formulation volume inside the membrane is in the range 1-10 ml, while the outer volume 
is between the range 40 and 90 ml [54]. So, it should be considered that the amount of drug found in the 
receptor is the result of two processes – (1) the effective release of the drug from the micelle and (2) the 
permeation of drug across the dialysis membrane.        
                          In some special cases, the drug release studies are carried out without dialysis membrane, for 
example, polarity-sensitive fluorescent probes and FRET (Foerster Resonance Energy Transfer).  



 

4.5   Drug release studies in biorelevant conditions 

                         A drug release study is mostly performed to have knowledge about micelles behaviour in 
common buffers such as PBS (Phosphate Buffered Saline buffer) and HEPES (4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid buffer) to select the most appropriate polymers for development of micelles or 
to investigate the mechanisms of drug release.        
          Drug release studies can also be used as a proof-of-concept of stimuli-responsiveness of the 
micellar systems. Stimuli like pH (typically lower in endosomes or lysosomes, in tumour cells and in inflamed 
tissues), presence of reducing agents (such as glutathione), specific enzymes (for instance matrix 
metalloproteinases over-expressed at tumour sites or matrix metalloproteinases-13 over-expressed in 
osteoarthritis) show changes in structure of micelles and trigger drug release [56]. External stimuli including 
UV-radiation or ultrasound treatment also results in triggered drug release. Zhu et al.  measured the release 
profile of doxorubicin-loaded polymeric micelles. The Fig. 6 (below) shows at pH 7.4 less than 25% of 
doxorubicin was released, whereas at pH 5.5, an improved release was observed reproducing the endosomal 
and lysosomal conditions. At the end, in presence of 10mM glutathione (GSH), more than 70% and more 90% 
od the drug was released respectively reproducing tumour cells environment after 12h and 36h of incubation. 

                                                                 

Fig. 6   Release profile of drug doxorubicin from micelles in PBS at different pH (7.4 and 5.5) and in PBS (pH 7.4) 
added with 10 mM glutathione, working as reducing agent (Adapted from American Chemical Society). 

                          Again, controlled release of metoprolol, a β1-selective adrenergic blocking agent, in the form of 
its succinate or tartrate salt in the gastrointestinal tract (duodenum or stomach). Since the half-life of the bare 
drug is ~3 to 4 h, multiple doses are needed to maintain a constant plasma concentration for improved patient 
compliance. To counter this problem, usually, a double layer coating is used to prepare the oral dose. The outer 
layer is mixture of a swelling controlling agent such as magnesium alumina metasilicate (MAS) and a buoyancy 
agent such as sodium alginate (SA) and a disintegrant such as Na-carboxymethylcellulose (NaCMC). After oral 
administration, MAS produces swelling of the tablet via adsorption of water while SBC, in the presence of HCl, 
generates CO2 which gets entrapped in the pores of MAS. This leads to reduction in the density of the tablet, 
thereby producing floating. NaCMC then facilitates the breakup of the tablet, the rate of which is controlled by 
SA. Thus, we have a controlled release of the drug a constant plasma concentration can be maintained[71].
            Other drug release studies like the release of anti-cancer drug chlorambucil from micelle 
composed of 2-(N,N-dimethyl amino) ethyl methacrylate (PDMAEMA) (Sam Miguel et al.) and release of 
doxorubicin from PEG-b-PEYM (poly(ethylene glycol)-block-polymethacrylate) micelles due to presence of 
acid-labile ortho ester side-chains in the polymer (Gao et al.) are also the relevant ones [57-60].     



 

5.  Applications of Drug Delivery  

                  The studies on application of polymer micelles in drug delivery have mostly focused of the 
following areas: 1) delivery of anticancer agents to treat tumours; 2) drug delivery to the brain to treat 
neurodegenerative diseases; 3) delivery of antifungal agents; 4) delivery of imaging agents for diagnostic 
applications; and 5) delivery of polynucleotide therapeutics. Here two applications - Chemotherapy of cancer 
and drug delivery to the brain are discussed below.         

 

5.1   Chemotherapy of cancer 

                    Chemotherapy is an essential component in the multidisciplinary management of most cancers. 
Drugs directed at killing or controlling cancerous cells also tend to be toxic to normal cells. The reliance on 
toxic actives or their adjuvants calls for improvements in dosage forms, one of the main challenges in 
chemotherapy. In that regard, polymer nanoparticles or self-assembled aggregates (micelles and liposomes) 
that are capable of encapsulating drugs and escaping from the macrophage uptake and yet are small enough 
to allow intra- or transcapillary passage are gaining prominence as a means to address this issue. 
             Four major approaches were employed to enhance chemotherapy of tumours using polymer 
micelles : 1) passive targeting of polymer micelles to tumours due to EPR effect; 2) targeting of polymer 
micelles to specific antigens overexpressed at the surface of tumour cells; 3) enhanced drug release at the 
tumours sites having low pH; and 4) sensitization of drug resistant tumours by block copolymers.  
            A series of pioneering studies by Kataoka’s group used polymer micelles for passive targeting of 
various anticancer agents and chemotherapy of tumours. Injectable formulations based on copolymers of PEG 
and poly (aspartic acid) have advanced into Phase I clinical trials. In this phase I clinical trial polymer micelles 
of PEO-b-poly (L-aspartic acid) incorporates CDDP (cis-dichlorodiaminoplatinum (II)) or cis-platin (Fig. 7) 
[61,63]. 

                            

Fig. 7   A Phase I clinical study of cisplatin-incorporated polymeric micelles (NC-6004) in patients with solid 

tumours: Plasma Pt concentration–time curve from a patient treated at 90 mgm-2 of NC-6004. ▪ - total Pt, 

 ○ - gel-filterable Pt, • - ultra filterable Pt. 
                    

                     Evaluation of anticancer activity using murine colon adenocarcinoma C26 as an in vivo tumour 
model demonstrated that CDDP in polymer micelles had significantly higher activity than the free CDDP, 



resulting in complete eradication of the tumour. A phase II clinical trial on Genexol-PM, a Cremophor EL-free 
PEG-b-PLA polymeric micelle for PTX (paclitaxel), showed favourable efficacy in patients with metastatic 
breast cancer MCF7 (45.3–72.3% response rate) and human ovarian carcinoma OVCAR-3, compared with the 
conventional Cremophor EL-based PTX. Micelles based on PEG-poly (aspartic acid) typically possess a core–
shell structure with water-soluble PEG in the outer shell and a sufficiently hydrophobic complex formed 
between the poly (aspartic acid) and doxorubicin conjugate in the core [62]. This approach can result in high 
selectivity of binding, internalization, and effective retention of the micelles in the tumour cells. Micelles of 
PEO- b-poly(ε-caprolactone) loaded with doxorubicin (DOX) were covalently bound with cRGD. As a result of 
such modification the uptake of doxorubicin-containing micelles in in vitro human endothelial cell from 
Kaposi’s sarcoma was profoundly increased.             
                           A pH-sensitive system that has been advanced for oral administration of hydrophobic 
and other drugs for chemotherapy is based on a family of graft-comb poly(ethylene oxide)-block-poly 
(propylene oxide)-block-poly(ethylene oxide)-graft-poly(acrylic acid) copolymers (PEO-PPO-PEO-PAA, or 
Pluronic-PAA). The Pluronic-PAA copolymers, typically of high (>105 Da) molecular weight, possess many 
physical and pharmacological features that make dosage forms based on such polymers and 
chemotherapeutic agents well adapted for treatment of cancers involving oral administration. Studies by 
Alakhov et al. demonstrated that Pluronic block copolymers can sensitize MDR (multidrug resistant) cells 
resulting in increased cytotoxic activity of DOX and PTX. Pluronic can enhance drug effects in MDR cells 
through multiple effects including 1) inhibiting drug efflux transporters, such as Pgp (P-glycoprotein), 2) 
abolishing drug sequestration within cytoplasmic vesicles; 3) inhibiting the glutathione/glutathione S-
transferase detoxification system; and 4) enhancing proapoptotic signalling in MDR cells [64-66].  
              The detailed clinical studies of these reinforce that block copolymers comprising the micelles 
can serve as biological response modifying agents that can have beneficial effects in chemotherapy of 
tumours. 

 

5.2   Drug Delivery to the Brain 

                      By restricting drug transport to the brain, the blood brain barrier (BBB) represents a formidable 
impediment for treatment of brain tumours and neurodegenerative diseases, such as HIV-associated 
dementia, stroke, Parkinson’s and Alzheimer’s diseases. Two strategies using polymer micelles have been 
evaluated to enhance delivery of biologically active agents to the brain. The first strategy is based on 
modification of polymer micelles with antibodies or ligand molecules capable of transcytosis across brain 
micro-vessel endothelial cells comprising the BBB. The second strategy uses Pluronic block copolymers to 
inhibit drug efflux systems, particularly Pgp, and selectively increase the permeability of BBB to Pgp substrates 
[68].                                  
           An early study used micelles of Pluronic block copolymers for delivery of the CNS drugs to the 
brain [67]. These micelles were surface-modified by attaching to the free PEO ends either polyclonal 
antibodies against brain-specific antigen, α2-glycoprotein, or insulin to target the receptor at the luminal side 
of BBB. 

 



        

                                                

Fig. 8   Potential strategies for enhancing the delivery of drugs to the brain using polymer-based formulations. 
The closed circles represent drug, grey ellipses represent proteins, and the various short lines represent 
individual polymer strands. 
                     

                       Subsequent studies using in vitro BBB models demonstrated that the micelles vectorized by 
insulin undergo receptor-mediated transport across brain micro-vessel endothelial cells [68]. Based on these 
observations one should expect development of novel polymer micelles that target specific receptors at the 
surface of the BBB to enhance transport of the incorporated drugs to the brain.    
                      The studies by out group have also demonstrated that selected Pluronic block copolymers, such 
as Pluronic P85 are potent inhibitors of Pgp and increase entry of the Pgp-substrates to the brain across BBB. 
Pluronic did not induce toxic effect in BBB as revealed by lack of alteration in paracellular permeability of the 
barrier and in histological studies using specific markers for brain endothelial cells. Overall, this strategy has a 
potential in developing novel modalities for delivery of various drug to the brain, including selected anti-cancer 
agents to treat metastatic brain tumours as well as HIV protease inhibitors to eradicate HIV virus in the brain 
[68,69]. 

 

6.  Conclusions 

                  Drug delivery using polymeric micelles grew out of its infant state with some block copolymers 
being currently tested in clinical trials. About two decades novel biocompatible and/or biodegradable block 
copolymer chemistries have been researched, the block ionomer complexes capable of incorporating DNA 
and other charged molecules have been discovered, the pH and other chemical signal sensitive micelles have 
been developed. Many drug combinations have been very successful in the treatment of cancer, and they 
continue to be widely researched in preclinical and clinical studies with expanding focus on targeting aberrant 
signalling pathways in solid tumours [70]. Notable achievements also include the studies demonstrating the 
possibilities for overcoming multidrug resistance in cancer and enhance drug delivery to the brain using block 
copolymer micelles systems. Sequential drug delivery of polymeric micelles may be used for “tumour priming” 
to enhance tumour penetration and uptake of anticancer agents beyond the scope of the EPR effect. Polymeric 
micelles are uniquely suited for multi-drug delivery in the search for synergistic, selective, and safe anticancer 
drug combinations.  



 

Acknowledgement 

                       I’m grateful to Dr. Aniruddha Ganguly (Scottish Church College, Kolkata) for his support and 
guidance in my work.  

 

References 

    [1]   Ehrlich P (1956), The relationship existing between chemical constitution, distribution, and 
 pharmacological action. In Himmelweite F, Marquardt M and Dale H (eds.), The Collected Papers of
 Paul Ehrlich. Pergamon, Elmsford, New York, Vol. 1, pp. 596-618. 

    [2]   E. C. Lavelle, S. Sharif, N. W. Thomas, J. Holland, S. S. Davis., Adv. Drug Delivery Rev. 18, 5–22 (1995).   

    [3]   R.H. Muller, Colloidal Carriers for Controlled Drug Deliveryand Targeting, Wissenschaftliche 
            Verlagsgesellschaft, Stuttgart, Germany, and CRC Press, Boca Raton, FL, 1991. 

    [4]   D.D. Lasic, F. Martin (Eds.), Stealth Liposomes, CRC Press, Boca Raton, FL, 1995. 

    [5]   S. Cohen, H. Bernstein (Eds.), Microparticulate Systems for the Delivery of Proteins and Vaccines, Marcel
            Dekker, Inc New York, 1996. 

    [6]   V.P. Torchilin, V.S. Trubetskoy, Which polymers can make nanoparticulate drug carriers long 
             circulating? nanoparticulate drug carriers long-circulating? Adv. Drug Deliv. Rev. 16 (1995) 141–155. 

   [7]   L. W. Seymour, R. Duncan, J. Strohalm and J. Kopecek, J. Biomed. Mater. Res., 1987, 21, 1341. 

    [8]   L. Hongbo, S. Farrell and K. Uhrich, J. Controlled Release, 2000, 68, 167. 

    [9]   Mira F. Francis, Mariana Cristea, and Françoise M. Winnik, Polymeric micelles for oral drug delivery:
  Why and how, Pure Appl. Chem., Vol. 76, No. 7–8, pp. 1321–1335, 2004. 

   [10]   Mittal K. L. and Lindman B. (eds) (1991), Surfactants in Solution, vols 1–3, Plenum Press, New York. 

   [11]   K. Kataoka, G. S. Kwon, M. Yokoyama, T. Okano, Y. Sakurai., J. Controlled Release 24, 119–132 (1993).               

   [12]   J.-F. Gohy, Adv. Polym. Sci., 2005, 190, 65 

   [13]   G. S. Kwon, M. Naito, M. Yokoyama, Y. Sakurai and K. Kataoka, Langmuir, 1993, 9, 945. 

   [14]   K. Kataoka. J. Macromol. Sci., Pure Appl. Chem. A31, 1759–1769 (1994). 

   [15]  M. Yokoyama (Ed.)., Novel Passive Targetable Drug Delivery with Polymeric Micelles, pp. 193–229,
             Academic Press, San Diego (1998). 

    [16]    S. N. Malik, D. H. Canaham, M. W. Gouda., J. Pharm. Sci. 64, 987–990 (1975).                                 

    [17]   K. Takada, H. Yoshimura, N. Shibata, Y. Masuda, H. Yoshikawa, S. Muranishi, T. Yasumura, T. Oka., J.
  Pharmacobio-Dyn. 9, 156–160 (1986). 

  [18]  H. A. Bardelmeijer, M. Ouwehand, M. M. Malingre, J. H. Schellens, J. H. Beijnen, O. van Tellingen.
 Cancer Chemother. Pharmacol. 49, 119–125 (2002). 

    [19]   A. K. Andrianov and L. G. Payne., Adv. Drug Delivery Rev. 34, 155–170 (1998) 



    [20]   G.S. Kwon, K. Kataoka, Block copolymer micelles as long circulating drug vehicles, Adv. Drug Deliv. Rev.
            16 (1995), 295–309. 

    [21]   W.N. Charman, Lipid vehicle and formulation effects on intestinal lymphatic drug transport, in: W.N.
            Charman, V.J. Stella (Eds.), Lymphatic Transport of Drugs, CRC Press, Boca Raton, FL, 1992, pp. 113–179. 

   [22]   A. Martinez-Coscolla, E. Miralles-Loyola, T.M. Garrigues, M.D. Sirvent, E. Salinas, V.G. Casabo, Studies
           on the reliability of novel absorption–lipophilicity approach to interpret the effects of the synthetic 
           surfactants on drug and xenobiotics absorption, Drug. Res. 43 (1993) 699–705. 

  [23]    Y. Masuda, H. Yoshikava, K. Takada, S. Muranishi, The mode of enhanced enteral absorption of 
           macromolecules by lipid-surfactant mixed micelles, J. Pharmacobio. - Dyn. 9 (1986). 

  [24]    D.D. Lasic, Mixed micelles in drug delivery, Nature 355 (1992) 279–280. 

  [25]    G. Magnusson, T. Olsson, J.-A. Nyberg, Toxicity of Pluronic F-68, Toxicol. Lett. 30 (1986) 203–207.  

  [26]   M. Yokoyama, Block copolymers as drug carriers, CRC Crit. Rev. Ther. Drug Carrier Syst. 9 (1992) 213
           248.  

  [27]    M.-C. Jones, J.-C. Leroux, Polymeric micelles — a new generation of colloidal drug carriers, Eur. J. Pharm.
           Biopharm. 48 (1999) 101–111. 

  [28]    A. Martin, in: Physical Pharmacy, 4th Edition, Williams and Wilkins, Baltimore, MD, 1993, pp. 396–398. 

  [29]   Stability Issues of Polymeric Micelles, J. Control. Release 131 (2008) 2–4. 

  [30]   R. Trivedi, U.B. Kompella, Nanomicellar formulations for sustained drug delivery: strategies and 
          underlying principles, Nanomedicine 5 (2010) 485–505. 

  [31]   R. Wakaskar, Polymeric micelles and their properties, J. Nanomed. Nanotechnol. 08 (2017). 

 [32]   Application of solid phase peptide synthesis to engineering PEO–peptide block copolymers for drug 
          delivery, Colloids Surf. B: Biointerfaces 30 (2003) 323–334. 

  [33]    Kabanov AV, Nazarova IR, Astafieva IV, Batrakova EV, Alakhov VY, Yaroslavov AA and Kabanov VA (1995),
           Micelle formation and solubilization of fluorescent probes in poly (oxyethylene-b-oxypropylene-b 
           oxyethylene) solutions. Macromolecules. 28: 2303-2314. 

  [34]   Allen C, Maysinger D and Eisenberg A (1999), Nano-engineering block copolymer aggregates for drug
           delivery. Coll. Surfaces, B: Biointerfaces. 16: 3-27. 

  [35]   Zhang L, Yu K and Eisenberg A (1996), Ion-Induced morphological changes in "crew-cut" aggregates of
           amphiphilic block copolymers. Science. 272: 1777-9. 

  [36]    Hawker CJ, Wooley KL and Frechet JMJ (1993), Unimolecular micelles and globular amphiphiles: dendritic
          macromolecules as novel recyclable solubilization agents. Journal of the Chemical Society, Perkin 
          Transactions 1: Organic and Bio-Organic Chemistry (1972-1999): 1287-97. 

  [37]   Antoun S, Gohy JF and Jerome R (2001), Micellization of quaternized poly(2-(dimethylamino)ethyl 
           methacrylate)-block-poly (methyl methacrylate) copolymers in water. Polymer. 42: 3641-3648. 



  [38]   K.B. Thurmond, T. Kowalewski, K.L. Wooley, Water-soluble knedel-like structures: the preparation of
            shell-cross-linked small particles, J. Am. Chem. Soc. 118 (30) (1996) 7239–7240. 

  [39]    K.B. Thurmond II, H. Huang, C.G. Clark Jr., T. Kowalewski, K.L. Wooley, Shell cross-linked polymer micelles:
          stabilized assemblies with great versatility and potential, Colloids Surf. B 16 (1999) 45–54. 

  [40]    M. Iijima, Y. Nagasaki, T. Okada, M. Kato and K. Kataoka, Macromolecules, 1999, 32, 1140–1146. 

  [41]    K. Emoto, Y. Nagasaki and K. Kataoka, Langmuir, 1999, 15, 5212 

  [42]    Y. Y. Won, H. T. Davis and F. S. Bates, Science, 1999, 283, 960. 

   [43]    Y. Li, B. S. Lockitz, S. P. Armes and C. L. McCormick, Macromolecules, 2006, 39, 2726. 

   [44]    R. K. O’Reilly, C. L. Hawker and K. L. Wooley, Chem. Soc. Rev., 2006, 35, 1068. 

   [45]    R. K. O’Reilly, M. J. Joralemon, C. J. Hawker and K. L. Wooley, J Polym Sci. Part A: Polym. Chem., 2006,
   44, 5203. 

   [46]    E. S. Read and S. P. Armes, Chem. Commun., 2007, 3021. 

   [47]    S. Stolnik, L. Illum and S. S. Davis, Adv. Drug Delivery Rev., 1995, 16, 195. 

   [48]    Y. Matsumura and H. Maeda, Cancer Res., 1986, 46, 6387. 

   [49]    E. Ryschich, G. Huszty, H. Knaebel, M. Hartel, M. Buchler and J. Schmidt, Eur. J. Cancer, 2004, 40, 1418;
             T. Szekeres, J. Sedlak and L. Novotny, Curr. Med. Chem., 2002, 9, 759. 

   [50]    Lasic, D.D. and Papahadjopoulos, D., eds (1998) Medical Applications of Liposomes, Elsevier. 

   [51]    Martina Heide Stenzel, RAFT polymerization: an avenue to functional polymeric micelles for drug 
  delivery, The Royal Society of Chemistry, 2008, DOI: 10.1039/b805464a 

   [52]    Y. Shi, H. Zhu, Y. Ren, K. Li, B. Tian, J. Han, D. Feng, Preparation of protein-loaded PEG-PLA micelles and
            the effects of ultrasonication on particle size, Colloid Polym. Sci. 295 (2017) 259–266. 

  [53]   M. Imran, M.R. Shah, Shafiullah, Chapter 10 - Amphiphilic block copolymers–based micelles for drug
            delivery, in: A.M. Grumezescu (Ed.), Design and Development of New Nanocarriers, William Andrew
            Publishing, 2018, pp. 365–400. 

  [54]   S. D’Souza, A review of in vitro drug release test methods for nano-sized dosage forms, Adv. Pharm.
            2014. 

  [55]   V. Gupta, P. Trivedi, Chapter 15 - In vitro and in vivo characterization of pharmaceutical topical 
           nanocarriers containing anticancer drugs for skin cancer treatment, in: A.M. Grumezescu (Ed.), Lipid
           Nanocarriers for Drug Targeting, William Andrew Publishing, 2018, pp. 563–627. 

 [56]   Y. Dai, X. Chen, X. Zhang, Recent advances in stimuli-responsive polymeric micelles via click chemistry,
           Polym. Chem. 10 (2019) 34–44. 

 [57]    V. San Miguel, A.J. Limer, D.M. Haddleton, F. Catalina, C. Peinado, Biodegradable and thermo-responsive
           micelles of triblock copolymers based on 2- (N, N- dimethylamino) ethyl methacrylate and ε-caprolactone
           for controlled drug delivery, Eur. Polym. J. 44 (2008) 3853–3863. 



 [58]   R. Tang, W. Ji, D. Panus, R.N. Palumbo, C. Wang, Block copolymer micelles with acid-labile ortho ester
          side-chains: synthesis, characterization, and enhanced drug delivery to human glioma cells, J. Control.
          Release 151 (2011) 18–27. 

[59]   Y. Zhu, T. Meng, Y. Tan, X. Yang, Y. Liu, X. Liu, F. Yu, L. Wen, S. Dai, H. Yuan, F. Hu, Negative Surface Shielded
         Polymeric Micelles with Colloidal Stability for Intracellular Endosomal/Lysosomal Escape, Mol. Pharm. 15
        (2018) 5374–5386. 

[60]    X. Gao, Z. Yu, B. Liu, J. Yang, X. Yang, Y. Yu, A smart drug delivery system responsive to pH/enzyme stimuli
          based on hydrophobic modified sodium alginate, Eur. Polym. J. 133 (2020) 109779. 

  [61]   Matsumura Y, Kataoka K. Preclinical and clinical studies of anti-cancer agent-incorporating polymer
             micelles. Cancer Sci. 2009; 100:572–9. 

  [62]    Lee KS, Chung HC, Im SA, Park YH, Kim CS, Kim SB, et al., Multi-centre phase II trial of Genexol-PM, a
             Cremophor-free, polymeric micelle formulation of paclitaxel, in patients with metastatic breast 
             cancer. Breast Cancer Res Treat. 2008;108. 

  [63]    R Plummer, RH Wilson, H Calvert, AV Boddy, M Griffin, J Sludden, MJ Tilby, M Eatock, DG Pearson, CJ
            Ottley, Y Matsumura, K Kataoka and T Nishiya, A Phase I clinical study of cisplatin-incorporated 
            polymeric micelles (NC-6004) in patients with solid tumours, British Journal of Cancer (2011), 104, 
            593– 598. 

  [64]    Kabanov AV, Batrakova EV and Alakhov VY (2002), Pluronic block copolymers for overcoming drug 
            resistance in cancer. Adv. Drug Deliv. Rev. 54: 759-779.  

  [65]   Alakhov VY, Moskaleva EY, Batrakova EV and Kabanov AV (1996), Hypersensitization of multidrug 
           resistant human ovarian carcinoma cells by pluronic P85 block copolymer. Bioconjug. Chem. 7:        
           209-216. 

  [66]    Lee ES, Shin HJ, Na K and Bae YH (2003), Poly(L-histidine)- PEG block copolymer micelles and pH 
            induced destabilization. J Control Release. 90: 363-74. 

  [67]    Miller DW, Batrakova EV, Waltner TO, Alakhov V and Kabanov AV (1997), Interactions of pluronic 
             block copolymers with brain micro-vessel endothelial cells: evidence of two potential pathways for
  drug absorption. Bioconjug. Chem. 8: 649-657. 

  [68]   Donald W. Miller, Alexander V. Kabanov (1999), Potential applications of polymers in the delivery of
            drugs to the central nervous system, Elsevier, Colloids and Surfaces B: Biointerfaces 16 (1999), 321-330. 

  [69]    Kabanov AV and Batrakova EV (2004), New technologies for drug delivery across the blood brain barrier.
            Curr Pharm Des. 10: 1355-1363. 

  [70]   Hyunah Cho, Tsz Chung Lai, Keishiro Tomoda and Glen S. Kwon, Polymeric Micelles for Multi-Drug 
            Delivery in Cancer, AAPS Pharm SciTech, Vol. 16, No. 1, 2015. 

  [71]    Boldhane SP, Kuchekar BS, Development and optimization of metoprolol succinate gastroretentive drug
            delivery system, Acta Pharm. 60 (2010) 415-425. 

  
            

                                                       



Non-innocent Ligands and their Effect on 

coordination chemistry  

  

SCOTTISH CHURUCH COLLEGE  

UNIVERSITY OF CALCUTTA  

  

Roll No.: 223/CEM/191024  

Registration No.: 223-1211-0007-19 

Special Paper SI 44  

   
  

NAME OF THE CANDIDATE                                NAME OF SUPERVISOR/ EXAMINER  

       RIYA TRIBEDI          Dr. CHANDAN KUMAR PAL                                       

  
  

   
SIGNATURE OF CANDIDATE                                           SIGNATURE OF SUPERVISOR/EXAMINER  

  

  

  

 

  

  



 

No. __________                                             DATE:19/07/2021                                                                           

 

 

 

 

                                      

 

 

SELF DECLARATION  

 
I Riya Tribedi declare that the project report “ NON- INNOCENT LIGAND AND EFFECT ON 
COORDINATION CHEMISTRY ” is based on my own work carried out during the course of 
our study under the supervision of Dr. Kausikisankar Paramanik . 

        I assert the statement made and conclusion drawn are an outcome of my research 
work.           

           To the best of my knowledge this work has not been submitted to any other      
universities for the award of any other degree .  

 

 

 

 

 

 

 

 

Signature of Student  

 

University Roll NO. 223/CEM/191024 

Registration No. 223-1211-0007-19 

 

Date:  19/07/2021 

 

Place-  SCOTTISH CHURCH COLLEGE, KOLKATA  

 



 

 

 

Abstract. 

An aspect of metal complexes with the so-called non-innocent ligands in the realm of redox 

chemistry is an active and intriguing area of current research due to their facile electron 

transfer ability at low to moderate potentials (approx.  1 V vs Ag/AgCl). Like metal centres, 

they can actively participate in redox reactions to augment the overall transportations of 

electrons. Accordingly, they either act as electron-sink or electron-reservoir depending on 

their structural and compositional characteristics, which are very crucial in various 

biochemical and catalytic processes. It is worth noting that the oxidation state of the central 

metal atom as well as the electronic structure of these compounds are very difficult to 

determine a priori and such unambiguous conclusion make them more challenging to the 

chemists. Nonetheless, a number of experimental studies (spectroscopic, electrochemical, 

structural) are indispensable to elucidate for appropriate assignment electronic structure of 

ligand, metal and their composites.  

Introduction 

The existence of complexes of that display non-innocence has been of interest in the 

field of coordination chemistry. The term “innocent” and “non-innocent “was first coined 

in chemistry by a Danish scientist Christian Klixbüll Jørgensen in 1966.¹ According to 

him, a ligand is termed innocent if its oxidation state (OS) can be determined with 

certainty while an unambiguous determination of the OS of the ligands results non-

innocent nature of the ligands, which eventually impede the rigorous assignment of OS 

of the metal centre. Transition metal complexes with the so-called non-innocent 

ligands have been known in coordination chemistry since the 1960s, when square 

planar dithiolene compounds of Ni(II) were synthesized.[Ref]² 

 

A redox-active ligand (L) is an organic molecule that can act effortlessly transfer 

electron(s) in fluid solution and thereby behave as an electron acceptor (L), electron 

donor (L+) or even neutral (L) molecule upon coordination to a metal centre. Because 

of their flexibility to adopt a number of OS by virtue of their inherent electron-transfer 

behaviour, redox-active ligands often exhibit non-innocent behaviour in the course of 

metal-ligand bond formation. The situation would be even more intricated regarding 



the rigorous assignment of OS for both metal and ligand especially when the 

coordinated metal also partakes in the redox reactions. Accordingly, one can expect a 

rich chemistry from such class i.e., they are expected to exhibit a wide variety of 

physico-chemical properties e.g., conductivity, magnetism, dielectric and optical 

properties in the condensed phase. The electron transfer between a redox-active 

ligand and metal centre induces various intriguing dynamic phenomena, such as 

valence tautomerism, and other electron-transfer-induced magnetic and dielectric 

transitions. Moreover, the recent development of electrically conducting metal–organic 

frameworks (MOF) opens the possibility of using redox-active ligand complexes for 

novel practical applications (such as sensory materials). As such, redox-active ligand 

chemistry has attracted significant attention not only within coordination chemistry 

research but also in materials science.  

 

Discussion 

Example A- An example of complexes with a non-innocent ligand is the neutral nickel 

complex with glyoxalbis(2-mercaptoanil) Ni(gma)2 (1) characterised by the presence of 

an extensive of -conjugated system.[Ref]3. This complex can be considered as a 16-

electron NiII complex with diiminodithiolate (1a) or di(iminothiosemiquinonate) (1b), as 

a 14-electron NiIV complex (1c) or, alternatively, as an 18-electron Ni0 complex (1d).ᶟ 

 

 

 

                      Figure  1 . Nickel complex with glyoxa bis (2-mercaptoanil) 

Consequently, neither the OS of the central metal atom nor the ligand can be precisely 

defined unless electrochemical, theoretical and a number of spectroscopic, and 

studies have been performed. 

 



 

                                                Figure  2 .  

 Here in this example of Ni – diimnodithiolate , two one electron oxidation process and 

two one electron reduction process in diiminodithiolate complexes whereas metal 

remains unchanged .  

In dithiolene complexes the oxidation state of the metal and ligand also could not be 

unambiguously determined , which result in confusion in the interpretation of 

electrochemical data (whether the metal or ligand take place in oxidation and reduction 

and UV – Visible spectroscopic data .  

 

Example B -  Bis (imino) pyridine an important class of redox active ligand , developed 

in 1960s. This ligand gets interest because of their success in olefin polymerization 

catalysis . Bis ( imino) pryidine ligands, 2,6-(R¹N=CR²)ꝛCƽHзN (R= ALKYL,ARYL, 

AMINO,;R² =H, Me).⁴ 

 

Spectroscopic and computational studies on compound with principally σ ligands such 

as N,N dimethylamino) pyridine established that the formal Fe° oxidation states are 

deceiving and that these molecules are best described as intermediate spin ferrous 

compound (Sϝₑ= 1) antiferromagnetically coupled to a triplet (Spᴅᴵ =1) bis(imino) 

pyridine diradical in figure shown3. 

 



 

 Figure 3 . Electronic structures of two electron reduced bis (imino ) pyridine iron 

compounds bearing σ donating ligand .  

  

 

The discovery that two electron reduction in bis(imino) pyridine based the fundamental 

question of “how many electrons are required to reduced the iron? 

 

RESULT and DISCUSSION;- Oxidation and reduction of the bis(imino) pyridine Iron 

Dicarbonyl compound [(iPrPDI2)Fe(CO)2] . The redox chemistry of bis(imino)pyridine 

is initially explored electrochemically to determine the chemical accessibility of the 

oxidized reduced compounds. Cyclic volatammogram (CV) shows an +oxidation wave 

at -0.49V and reduction at -2.46V , indicating that both oxidised and reduced bis 

(imino) pyridine iron carbonyl compound should be occurred in figure4 . 

 

 



 

 

                         Potential (V) v/s Fc/Fc + 

          Figure 4 . CV of  [(iPrPDI2)Fe(CO)2] ( glassy carbon working electrode , 0.1 M [ 

ᵑBu4N] [PF6] , scan rate 100 m V/s in THF at 295 K versus ferrocene⁰/+).  

 

Before the chemical oxidation and reduction chemistry is presented it is useful to 

review the electronic structure of the neutral derivative compound 

[(iPrPDI2)Fe(CO)2].Spectroscopic and computational studied that the establishment  

the ground state for this molecule can be described either as a low spin iron(11) 

compoᴈᴈᴈund with a singlet triplet (Spᴅᴵ =0 ) dianionic chelate or as a traditional Fe° d⁸ 

complex with neutral bis(imino)pyridine ligand in figure. 

    

 

 



   

Figure 5  .Electronic structure of [(iPrPDI)Fe(CO)2] highlighting the hybrid between the                

of  [(iPrPDI²)̄Feᴵᴵ(CO)2]  and  [(iPrPDI°)Fe°(CO)2]   resonance forms. 

 

 

 

Example C:- Study of Bis – azoaromatic – Centered diaradical complexes of 

Rh(III)⁵ 

 

 

 

                                        

Figure 6   . bis- azoaromatic-Centred diradical [(L·)M(L·)] complexes of Rh(111). 

 

Ligand centered radical are of current interest due to the capacity of gain and release 

electron during catalytic transformation in chemical reaction . Two ligand π – orbital 

connected by a diamagnetic metal center leads to us singlet diaradical owning to an 

antiparallel spin exchange interaction . The electron transfer process occurs 

exclusively within the princer type NNN ligand backbone . The orthogonal of two ligand 

π orbital linled via closed shell metal center ( tꝛ⁶) take part significant coupling between 

the radical . By the DFT theory shows weak antiferromagnetic intramolecular spin – 

spin interaction between two ligand π array [ ( 1̊ ̄)Rhˡˡˡ(1̊ ̄ )]. 

Redox,EPR, and Magnetic Properties;- Electron-transfer properties of the free ligand 

and their complexes was studied by cyclic voltammetry in acetronitrile solution by 

using a platinum working electrode.The redox potentials are referenced to the 

ferrocenium/ ferrocene couple (Fc+/Fc).The value of of the Fc+/Fc) couple under 

similar experimental condition is found to be 0.462 V vs Ag/AgCl. The observed 



magnetic moment [(1°̄)Rh¹¹¹(1°)̄]+([2])+ lies nearly ~2.3µ over the temperature range 

50-300k. 

 

 

       Figure 7 . Plot of ϰ T vs T 

 

 

 

          Figure 8 .   Synthesis of ligand and their radical anion complexes; 

 



Bis-azoaromatic electron traps viz 2-(2-pyridylazo)azoarene(1) have been ͭsynthesid by 

electron deficient pyridine and azoarene moieties and they acts as opposite proradical  

formation of stable open shell diradical complexes [(1°̄)Rh¹¹¹(1°)̄]+. In this work we 

have performed to get  a pair of ambient stable diradical [(1°)̄Rh¹¹¹(1°̄)]+. Along with 

monoradical [Rh(1⁰)̄Cl2(PPhз)] (3) via simultaneous metal oxidation and ligand 

reduction reaction.  

 

 

 

Example D:- Oxidation and Reduction of manganese catcholate and the 

resulting change in νco.⁶ 

 The complex [(ͭ -ᴮᵘcat)Mn(CO)ɜ] ̄ , ( ͭ -ᴮᵘ cat is 3, 5 – di- tert – butyl catecholate is 

capable of ligand and  metal reactivity . The highest occupied molecular orbital ( 

HOMO) in [(ͭ -ᴮᵘcat)Mn(CO)ɜ]̄  is on the catecholate ligand while the lowest unoccupied 

molecular orbital ( LUMO) is on the metal . 

 

      Figure 9 . Oxidation and Reduction of [Mn(CO)з(ͭ  ̄ᴮᵁcat)] ̄and the resulting change in Vco  

 

 

Reduction of [( ͭ-ᴮᵘcat)Mn(CO)ɜ]̄  to form of [(ͭ -ᴮᵘcat)Mn(CO)ɜ]²̄ decreases the Vco , with 

the average change ΔνCo =160 cm ¹̄. Oxidation of [(ͭ -ᴮᵘcat)Mn(CO)ɜ]̄  occurs of the 

ligand the one electron oxidation increases the νco with the average shift Δco = 

47cm ¹̄. 

 

Observation EPR , UV, Vis , Raman , and DFT calculation show the location of the 

radical . Reduction result in the radical to be predominantely metal in character, while 

oxidation is ligand in character . Metal redox causes large change in νco and ligand 

redox causes small changes in νco . 

 



 

Example E:- The nitrosyl ligand is noninnocent ⁷ 

(a) [Co(en)ꝛ(NO)Cl]+= (with a bent nitrosyl )  

(b) [Fₑ(CN)ƽ(NO)]з̄ = ( with linear nitrosyl) 

 

 

                                                      Figure 10 .  

 

In the iron compound we have five CN ̄  and one NO+ each contributing to the overall charge 

= +1 -5 .1 +1 = -3 charge , we know that iron is +1 charge . In this case NO+ is linear 

bonding mode . Iron in this case is a d⁷ metal . For this compound we have 6  6 π-

compatible electrons on the iron compound favors a linear NO+. 

WHY THE DIFFERENCE IN BONDING MODE FAVORABILITY?If you're curious, the 

difference in the bonding modes can be explained by the extent of π back-bonding from the 

metal to the ligand. 

This is a stabilizing interaction between the compatible metal d orbitals and π* ligand 

LUMOs because the former is lower in energy and the latter is higher in energy (the orbitals 

lower in energy become stabilized). 

LINEAR NITROSYL 



Basically, NO+ has a π* orbital aligned with a metal t2g orbital (such as 3dxz), so it 

can accept electron density from a compatible d bonding MO from the metal 

to stabilize this linear bonding configuration. 

If we take the plane of the screen to be the xz plane, then we have this metal-to-

ligand π*x acceptance: 

 

 

Figure  11. Bonding Configuration 
 

A similar π acceptance can work with the 3dyz orbital and the π*y MO. 

BENT NITROSYL 

On the other hand, NO− is bent away from the vertical axis, so the orbitals that contain 

the lone pairs of electrons are not compatible with the 3dxy, 3dxz, or 3dyz orbitals of 

the metal. 

They are compatible with only the dz2 and dx2−y2 orbitals via σ donation, rather 

than π acceptance. 

So, we have the issue that the nitrogen contributes no π-compatible orbitals required to 

accept electrons; they're aligned for σ donation instead, which conflicts with the 

"desire" of the metal to π-donate: 



  
Figure  12.  (a) ,(b), (c) 
 
As a result, electron density cannot be donated into the π* MOs of NO− in a π fashion, 

and a linear configuration is not stabilized enough. Thus, its bonding mode stays bent. 

Usually textbooks will specify which bonding mode they want to use for a given non-

innocent ligand; mine specifies NO+ but doesn't use NO−, because it is nice to analog 

NO+ with CO , as they are isoelectronic . 

 

 Manifestation of non- innocent ligand behaviour:- 

The potential of redox active ligand to behave non- innocently in transition metal 

coordination compound is reflected with respect to various aspects and situation . 

These include the question of establishing correct oxidation states , the identification 

and characterization of differently charged radical ligand, the listing of structural and 

other consequences of ligand redox reaction , and the distinction between barrierless 

delocalized resonance cases Mᵑ/Lᵑ↔Mᵑ⁺¹Lᵑ¯¹ verses sepreated valance tautomer 

equilibrium situation Mᵑ/Lᵑ↔Mᵑ⁺¹Lᵑ¯¹ . Further ambivalence arises for dinuclear 

system with radical bridge Mᵑ(μ-L·)Mᵑversus mixed-valent alternativesMᵑ⁺¹(μ-L-

)Mᵑ,for non-innocent ligand bridged coordination compounds of higher nuclearity 

such as(μ3-L)M3,(μ4-L)M4,(μ-L)4M4 or coordination polymers.Conversely, the 

presence of more than one noninnocently behaving ligand at a single transition metal 

site in situation such as Lᵑ—M—Lᵑ¯¹ or L·—M—L· may give rise to corresponding 



ligand to ligand interaction phenomenon(charge transfer,electron hopping and spin 

spin coupling) and to redox –induced electron transfer with counterintuitive oxidation-

state changes.The relationship of non innocent ligand behaviour with excited state 

descriptions and perspectives regarding material properties and single-electron or 

multielectron reactivity.¹ 

 Reaction at coordinated ligand :- 

The type of reaction in coordination chemistry are substitution , addition , ligand re-

arrangement , metal redox and reaction at coordinated ligand . While the first four 

cases constitute majority of coordination chemistry over the past 100 years , the last 

case stands out against the more classic reaction in that reactivity at the metal is not 

the central focus . Changing a ligand from donor to an acceptor by reaction at the 

ligand changes the reactivity at the metal . A large enough change in ligand porality 

can affect oxidation state at the metal , similar to the concept of umpolung inorganic 

chemistry . The changes in ligand oxidation state and polarity and the affect on 

reactivity at metal have not been widely explored in catalysis . Remote activation of a 

metal center through reaction at coordinated ligand is exploring .⁶ 

    
 

 

 CONCLUSION  

The aim of the present review is to attract attention to the result of investigation on the 

nature of bonding between metal and ligand in noninnocent metal complexes . There is 

a great diversity of structural type of noninnocent ligand,  from small molecules (NO) to 

macrocycles . In most cases , these ligand contains conjugated π system capable of 

either accepting or donating electrons . In many cases ligand rather than the central 

metal atom are redox active . As mentioned above noninnocent ligand is a property not 

only of ligand but of complexes as whole , because of the central metal atom can have 

strong effect on the electronic structure of the ligand , if there is a strong mixing of the 

ligand and metal orbitals . Due to the charge transfer between the metal and the ligand 

valence of the metal in the complex can vary even with changes in temperature of the 

sample . Electrochemical and spectrochemical method , X- ray diffraction analysis , low 

temperature ESR and UV – Vis and near – IR spectroscopy are most informative and 

are most widely used to study the nature of bonding in noninnocent complexes 
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1. Introduction:  

Cereal and fungal products[1-5] have been used for centuries for medicinal and cosmetic purposes; 

however, the particular role of β-glucan was not traversed until the 20th century. β-Glucan, a 

polysaccharide in the form of dietary fibre was first discovered in lichens comprise a fungus living in a 

symbiotic relationship with an algae or cyanobacterium) [6] and shortly thereafter in barley. Dietary 

fiber has been extensively studied [7] in last few decades for their physiological health benefits. We get 

dietary fiber from the plant-based foods we eat. Fiber supports good health by helping human body 

reduce cholesterol and control blood sugar levels. Depending on its solubility dietary fibres are 

classified in two groups- soluble and insoluble dietary fiber. β-glucans are one form of water-soluble 

dietary fibre and also regarded as bioactive functional food ingredient due to its various health benefits 

like improving cholesterol levels, weight reduction, immune modulator and anti-carcinogenic effects. 

They comprise a group of β-D-glucose polysaccharides naturally occurring in the cell walls of cereals, 

bacteria, fungi, mushrooms (β-glucans are principally obtained in fruit body of various type of 

mushrooms) with significantly differing physicochemical properties depending on source[8].  

Typically, β-glucans (other than cellulose) form a linear backbone with 1–3 β-glycosidic bonds but vary 

with respect to molecular mass, solubility, branching structure, viscosity hence causing diverse 

physiological effects in animals, bacteria, yeast, algae and mushrooms. The evaluation of mushroom 

derivatives and their medical properties are important part of these studies. For dietary intake levels of 

at least 3 g per day, oat fiber β-glucan decreases blood levels of LDL cholesterol and reduce the risk of 

cardiovascular diseases (CVD). β-glucans are used as modifying and texturing substrate in various 

bioceutical and cosmetic products, and as soluble fiber supplements.  

  

2. Sources of β-glucan[10-15]:  

β-Glucan is not naturally found in human body. It is acquired through dietary supplements. There are a 

number of foods high in β-glucan including : 

● Cereals - barley fiber, millets, oats and whole grains.  

● Microorganisms – yeast (Cell wall of the baker’s yeast that is Saccharomyces cerevisiae), fungi, 

bacteria.  

● Reishi, maitake, and shiitake mushrooms.  

● Lichens (Cetrariaislandica).  
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● Seaweeds/algae [ Laminariasp. (brown algae) , Phytophthorasp.]  

A lesser amount of β-glucan is found in wheat, rye and sorghum. Among these sources, barley typically 

has the highest β-glucan content and oats the second highest.  

  

            

Various sources of β-Glucan  

  

  
  

3. Structure variation  and types of β-glucan:  

• Backbone :  

β-Glucans (excluding cellulose) are polymers of D-glucose having linear β-(1→3) linkage 

backbone. The most common β-glucans from various soucrces include a liniar β-(1→3) glycosidic 

bond (a glycosidic bond is a type of covalent bond that joins a carbohydrate molecule to another 

molecule) to form polymer. Some β-glucans, isolated from certain sources, can be branched having 

β-(1→3) linkage as backbone and β-(1→6) as branching linkage.  

                                               

                           Glucose molecule with carbon numbering notation and β orientation  
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• Side-chain :  

Some β-glucan molecules have branched glucose side-chains attached to their positions on the main 

D-glucose chain, which branch off the β-glucan backbone. Additionally, these side-chains can be 

attached to other types of molecules, like proteins as in Polysaccharide-K.  

Polysaccharide-K or PSK is protein bound polysaccharide consists of a β-glucan-(1→4) main chain 

with β-(1→3) and β-(1→6) side-chains.  

• Types :  

Each type of β-glucan comprises a different molecular backbone, degree of branching and 

molecular weight and solubility. Cereal-derived β-glucans are predominantly mixtures of β(1→3) 

and β-(1→4) glycosidic linkages without any β-(1→6) bonds. Βeta-glucans from yeasts (e.g., 

Saccharomyces cerevisiae) are mixtures of linear β-(1→3) backbones containing 30-residue 

straight chains. They are  connected to these are long branches attached via β-(1→6) linkages. Yeast  

β-glucans contains backbone containing β-(1→3) glycosidic linkage with elongated β- 

(1→6) branches. Bacterial β-glucans (e.g., Agribacteriumbiobaris) have main and unbranched 

β(1→3) D-glucan backbones, while seaweed β-glucans (such as those found in brown kelp, 

luminaria) are species-dependent. They may contain straight chain of β-(1→3) linkages or the  

straight chain backbone together with high levels of β-(1→6) glycosidic linkages.  

  

  

        Types of β-Glucan  

 Conformations :  

The branching alignment follow a particular ratio and branches can arise from branches (secondary 

branches). In aqueous solution, based on origin and processing method used in their extraction and 
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modification, β-glucans can exist in a range of conformations. The most widely observed 

conformations are random coils, helices (single, double, or triple), worm-like shapes, rod-like 

shapes, or aggregates. The molecular weight (MW) of β-glucan ranges from 102 to 106  

Da, depending on the source. For example, soluble β-glucans from two edible mushroom varieties 

maitake and shiitake were estimated to have MW of about 400 kDa. Cereal β-glucans are also 

soluble and may reach MW of between 1.1 and 1.6 MDa (for oats) and around 49 MDa for barley. 

The immune functions of β-glucans are apparently dependent on their conformational complexity.  

It has been suggested that higher degree of structural complexity is associated with more potent 

immunmodulatory and anti-cancer effects.[15-20]  

                           

              Various confirmations of -glucan  

  

4. Immunomodulation:  

The immune system is a complex network of cells and proteins that defends the body against infections. 

The immune system attacks germs and keeps a record of every microbe (germ) it has ever defeated in 

types of white blood cells (B and T-lymphocytes). They are known as memory cells, so it can quickly 

recognise and destroy the microbe before it starts multiplication after entering the body again. 

Immunomodulation is the modification of the immune system. It has natural as well as humaninduced 

forms. Improvement of the immune response is desirable to prevent various infection in e of 

immunodeficiency.[21]  

• T lymphocyte :T lymphocyte or T cell, a type of white blood cell(Leukocyte) is an essential part of 

the immune system. In mammals, T cells originate in the bone marrow(at the core of the bones) and 

mature in the thymus (pyramid-shaped lymphoid organ). In the thymus, T cells multiply and 

transform into :  

# regulatory - This T cells act to control immune reactions, hence their name  
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#  helper - This T cells play a  role in normal immune responses  

# cytotoxic T cells - This T cells recognize antigens on the surface of a cell infected with a virus, 

allowing the T cella to bind to and kill the infected cell  

#  memory T cell – This T cells are antigen specific T cells that remain long term after an infection 

has been eliminated. These cells have a memory for the antigen survive for a long time, respond 

quickly following a second exposure to the same antigen.  

These T cells are then sent to peripheral tissues or circulate in the blood or lymphatic system.  

   

• B Lymphocyte : B-Lymphocytes also known as B cells are a type of white blood cell of the 

lymphocyte subtype. They function in the antibody-mediated immunity component of the adaptive 

immune system. B cells produce antibody molecules (these are not secreted) which when inserted 

into the plasma membrane serve as a part of B cell receptors. In mammals, B cells mature in the 

bone marrow.  B cells bind to an antigen, receive help from a cognate helper T cell, and differentiate 

into a plasma cell that secretes large amount of antibodies. Different types of Lymphocyte are:  

#  Plasmablast–A short-lived antibody secreting cell arising from B cell differentiation. They are 

generated early in an infection having antibodies with very weak affinity towards antigen.  

#  Plasma cell – A long-lived antibody secreting cell arising from B cell differentiation. They are 

generated later in an infection having antibodies with higher affinity towards target antigen.  

#  Memory B cell – Their function is to circulate through the body and generate a stronger, more 

rapid antibody response if they detect the antigen.  

#  Regulatory B cell – These B cell type stops the expansion of pathogenic, pro-inflammatory 

lymphocytes through the secretion of various antibodies.  

• Acquired Immunity : Acquired immunity is immunity which is developed over lifetime. It can come 

from of:  

#  a vaccine  

#  exposure to an infection or disease  

When pathogens are introduced into a person’s body from a vaccine or a disease, this type of 

immunity develops. The two types of acquired immunity are adaptive and passive. Adaptive 
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immunity occurs in response to being infected with or vaccinated against a microorganism. Passive 

immunity occurs when a person receives antibodies to a disease or toxin.  

• Innate Immunity: Innate immunity is also known as natural immunity because it is present at birth 

and does not have to be learned through exposure to an foreign element. It provides an immediate 

response to the foreign elements. The innate immunity system includes:  

#  Physical Barriers such as skin, the gastrointestinal tract, the respiratory tract, the nasopharynx, 

cilia, eyelashes and other body hair.  

#  Defence Mechanism such as secretions, mucous, bile, gastric acid, saliva, tears and sweat. #  

General Immune Responses  

  

5. Pharmacodynamics & Pharmacokinetics of β-glucan:  

Most β-glucans are considered as non-digestible carbohydrates and are fermented to various degrees by 

the intestinal microbial flora [22–24]. Therefore, it has been speculated that their immunomodulatory 

properties may be partly attributed to a microbial dependent effect. However, β-glucans in fact can 

directly bind to specific receptors of immune cells, suggesting a microbial independent 

immunomodulatory effect [25]. The pharmacodynamics and pharmacokinetics of β-glucans have been 

studied in animal and human models.  

 Animal Studies  

Study using a suckling rat mode (rodent, easily available and managed in the laboratory) for 

evaluation of the absorption and tissues distribution of internally administered radioactive labelled 

β-glucan, it was found that the majority of β-glucan was detected in the stomach and duodenum 5 

minutes after the administration [26]. This amount rapidly decreased during first 30 minutes. A 

significant amount of β-glucan entered the proximal intestine (the first and middle part of the colon) 

shortly after ingestion. Its transit through the proximal intestine decreased with time with a 

simultaneous increase in the ileum. Despite low systemic blood levels (less than 0.5%), significant 

systemic immunomodulating effects in terms of humoral and cellular immune responses were 

demonstrated.  

The pharmacokinetics following intravenous administration of 3 different highly purified and 

previously characterized β-glucans were studied using carbohydrates covalently labelled with a 

fluorophore on the reducing terminus. The variations in molecular size, branching frequency and 

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR22
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR22
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR24
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR24
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR25
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR25
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR26
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR26
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solution conformation were shown to have an impact on the elimination half-life, volume of 

distribution and clearance [27].  

After ingestion the low systemic blood level of β-glucans does not reflect the pharmacodynamics of β-

glucans and does not exclude its in vivo effects. Cheung-VKN et al. labeled β-glucans with fluorescein 

to track their oral uptake and processing in vivo. The orally administered β-glucans were taken up by 

macrophages (specialised cells involved in the detection and destruction of bacteria) via the Dectin-1 

(a type II transmembrane protein which binds β-1,3 and β-1,6 glucans) receptor and was subsequently 

transported to the spleen, lymph nodes, and bone marrow. Within the bone marrow, the macrophages 

degraded the large β-1,3-glucans into smaller soluble β-1,3glucan fragments. These fragments were 

subsequently taken up via the complement receptor 3 (CR3) (a human cell surface receptor found on B 

and T lymphocytes, neutrophils and macrophages) of marginated granulocytes. These granulocytes with 

CR3-bound β-glucanfluorescein were shown to kill inactivated complement 3b (iC3b)-opsonised 

tumour cells after they  were recruited to a site of complement activation such as tumour cells coated 

with monoclonal antibody [28] . It was also shown that intravenous administered soluble β-glucans can 

be delivered directly to the CR3 on circulating granulocytes.  

  

 

 

The  uptake and subsequent actions of beta–glucan on immune cells

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR27
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR27
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR28
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR28
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β-glucans are captured by the macrophages via the Dectin-1 receptor with or without TLR-2/6. The 

large β-glucan molecules are then internalized and fragmented into smaller sized β-glucan fragments 

within the macrophages. They are carried to the marrow and endothelial reticular system and 

subsequently released. These small β-glucan fragments are eventually taken up by the circulating 

granulocytes, monocytes or macrophages via the complement receptor (CR)-3. The immune response 

will then be turned on, one of the actions is the phagocytosis of the monoclonal antibody tagged tumour 

cells.  

Furthermore, Rice PJ et al. showed that soluble β-glucans such as laminarin and scleroglucan can be 

directly bound and internalized by intestinal epithelial cells and gut associated lymphoid tissue  

(GALT) cells [28]. Unlike macrophage, the internalization of soluble β-glucan by intestinal epithelial 

cells is not Dectin-1 dependent. However, the Dectin-1 and TLR-2 are accountable for uptake of soluble 

β-glucan by GALT cells. Another significant finding of this study is that the absorbed βglucans can 

increase the resistance of mice to bacterial infection challenge.  

• Human Studies  

After ingestion how β-glucans mediate their effects in human remained to be defined. In a phase I study 

the assessment of safety and tolerability of a soluble form oral β-glucans is done [29]. Β Glucans of 

different doses (100 mg/day, 200 mg/day or 400 mg/day) were given respectively for 4 consecutive 

days. No drug-related adverse events were observed. Repeated measurements of βglucans in serum, 

however, revealed no systemic absorption of the agent following the oral administration. In spite of that, 

the immunoglobulin A concentration in saliva increased significantly for the 400 mg/day arm, 

suggesting a systemic immune effect has been elicited. One limitation of this study is the low sensitivity 

of serum β-glucans determination.  

In summary, based on mostly animal data, β-glucans enter the proximal small intestine rapidly and are 

captured by the macrophages after oral administration. The β-glucans are then internalized and 

fragmented into smaller sized β-glucans and are carried to the marrow and endothelial reticular system. 

The small β-glucans fragments are then released by the macrophages and taken up by the circulating 

granulocytes, monocytes and dendritic cells. The immune response will then be elicited. However, we 

should interpret this information with caution as most of the proposed mechanisms are based on in vitro 

and in vivo animal studies. Indeed, there is little to no evidence for these hypothesized mechanisms of 

action and pharmacokinetics occurred in human subjects at the moment.  
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• β-glucans as immunomodulating agent  

Current data suggests that β-glucans are potent immunomodulators with effects on both innate and 

adaptive immunity. The ability of the innate immune system to quickly recognize and respond to an 

invading pathogen is essential for controlling infection. Dectin-1, which is a type II transmembrane 

protein receptor that binds β-1,3 and β-1,6 glucans, can initiate and regulate the innate immune response 

[31–33]. It recognizes β-glucans found in the bacterial or fungal cell wall with the advantage that β-

glucans are absent in human cells. It then triggers effective immune responses including phagytosis and 

pro-inflammatory factors production, leading to the elimination of infectious agents. Dectin-1 is 

expressed on cells responsible for innate immune response and has been found in macrophages, 

neutrophils, and dendritic cells. The Dectin-1 cytoplasmic tail contains an immunoreceptor tyrosine 

based activation motif (ITAM) that signals through the tyrosine kinase in collaboration with Toll-like 

receptors 2 and 6 (TLR-2/6) [34, 37, 38]. The entire signalling pathway downstream to dectin-1 

activation has not yet been fully mapped out but several signalling molecules have been reported to be 

involved. They are NF-κB (through Syk-mediate pathway), signalling adaptor protein CARD9 and 

nuclear factor of activated T cells (NFAT). This will eventually lead to the release of cytokines including 

interleukin (IL)-12, IL-6, tumour necrosis factor (TNF)-α, and IL10. Some of these cytokines may play 

important role in the cancer therapy. On the other hand, the dendritic cell-specific ICAM-3-grabbing 

non-integrin homolog, SIGN-related 1 (SIGNR1) is another major mannose receptor on macrophages 

that cooperates with the Dectin-1 in non-opsonic recognition of β-glucans for phagocytosis [30]. 

Furthermore, it was found that blocking of TLR-4 can inhibit the production of IL-12 p40 and IL-10 

induced by purified Ganoderma glucans (PS-G), suggesting a vital role of TLR-4 signalling in glucan 

induced dendritic cells maturation. Such effect is also operated via the augmentation of the IκB kinase, 

NF-κB activity and MAPK phosphorylation [31]. One additional point to note is that those studies 

implied the interaction between β-glucans and TLR all used nonpurified β-glucans, therefore the actual 

involvement of pure β-glucans and TLR remains to be proven.  

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR31
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR31
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR33
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR33
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR34
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR34
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR37
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR38
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR38
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                  Immune activation induced by β-glucans.  

β-glucans can act on a variety of membrane receptors found on the immune cells. It may act singly or 

in combine with other ligands. Various signalling pathway are activated and their respective simplified 

downstream signalling molecules are shown. The reactors cells include monocytes, macrophages, 

dendritic cells, natural killer cells and neutrophils. Their corresponding surface receptors are listed. The 

immunomodulatory functions induced by β-glucans involve both innate and adaptive immune response. 

β-glucans also enhance opsonic and non-opsonic phagocytosis and trigger a cade of cytokines release, 

such as tumour necrosis factor(TNF)-α and various types of interleukins (ILs).  

In summary, β-glucans act on a diversity of immune related receptors in particularly Dectin-1 and  

CR3, and can trigger a wide spectrum of immune responses. The targeted immune cells of β-glucans 

include macrophages, neutrophils, monocytes, NK cells and dendritic cells. The immunomodulatory 

functions induced by β-glucans involve both innate and adaptive immune response. β-glucans also 
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enhance opsonic and non-opsonic phagocytosis. Whether β-glucans polarize the T cells subset towards 

a particular direction remains to be explored.  

  

6. Tumour and cancer: an introduction:  

In a healthy body, cells grow, divide and replace each other in the body. As new cells form, the older 

ones die. Tumours develop when cells reproduce very quickly.  

A tumour is a mass or lump of tissue that may resemble swelling. The National Cancer Institute define 

a tumour as ‘’an abnormal mass of tissue that results when cells divide more than they should or do not 

die when they should’’.  

Tumours can vary in size from a tiny nodule to a large mass, hey can appear almost anywhere on the 

body. There are three types of tumour [37]-  

# Benign – They are not cancerous. They either   cannot spread or grow, or they do so very slowly and 

after removal they do not generally return.  

# Premalignant – This tumour cells are not cancerous but they have the potential to become malignant 

or cancerous.  

# Malignant – Malignant tumours are cancerous. The cells can grow and spread to other parts of the 

body.  

Cancer cells are formed when normal cells lose the normal regulatory mechanisms that control growth 

and multiplication. They become ‘rogue cells’ and often lose the specialized characteristics that 

distinguish one type of cell from another (for example a liver cell from a blood cell). This is called a 

loss of differentiation. Malignant tumour cells grow uncontrollably and due to the heavy growth and 

spreading of these cells the disease can become life threatening. Malignant tumours can grow quickly 

and spread over new areas of the body often by way of the lymph system or bloodstream in a process 

called metastasis. A major problem in treating cancer is the fact that it is not a single disease. There are 

more than 200 different cancers resulting from different cellular defects, and so a treatment that is 

effective in controlling one type of cancer may be ineffective on another.  

Different types of malignant tumour originate in different type of cell [36] such as Carcinoma, Sarcoma, 

Germ cell tumour, Blastoma.  
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7. Anticancer activity [38]:  

Anticancer drug, also called antineoplastic drug, any drug that is effective in the treatment of malignant 

or cancerous disease. There are several major classes of anticancer drugs; these include alkylating 

agents, antimetabolites, natural products and hormones. The term chemotherapy frequently is equated 

with the use of anticancer drugs, though it refers more accurately to the use of chemical compounds to 

treat disease generally. From recent studies it has been proved that natural products may exert significant 

cytotoxic and immunomodulatory effects. Plant derived chemotherapeutic agents such as taxol, 

etoposide or vincristine, currently used in cancer therapy are prominent examples in this e. However, 

there is a need for new and natural anticancer compounds with low or without toxicity to normal cells. 

One of the active compounds responsible for the immune effects is glucan derived from cereals, fungi, 

seaweeds, yeasts and bacteria.  

  

8. Anticancer activity of β-glucan[39]: 

In the literature, there are no clinical trials that directly assessed the anti-cancer effects of purified 

βglucans in cancer patients. Most studies were assessing the toxicity profile or underlying immune 

changes of the cancer patients without addressing on the change of cancer status. In addition, most of 

the related studies used either crude herbal extracts or a fraction of the extracts instead of purified 

βglucans. Therefore, it is difficult to identify whether the actual effects were related to β-glucans or 

other confounding chemicals found in the mixture.  

In a prospective clinical trial of short term immune effects of oral β-glucan in patients with advanced 

breast cancer, 23 female patients with advanced breast cancer were compared with 16 healthy females 

control. Oral β-1,3;1,6-glucan was taken daily. Blood samples were recollected on the day 0 and 15. It 

was found that despite a relatively low initial white cell count, oral β-glucan can stimulate proliferation 

and activation of peripheral blood monocytes in patients with advanced breast cancer.  

Whether that can be translated into clinical benefit remains unanswered.  

• Clinical trials on anti-cancer effects of natural products with β-glucan:  

Many edible fungi particularly in the mushroom species yield immunogenic substances with potential 

anticancer activity [40]. β-glucans are one of the common active components . In limited clinical trials 

on human cancers, most were well tolerated. Among them, lentinan derived from Lentinusedodes is a 

form of β-glucans [41]. Since it has poor enteric absorption, intrapleural, intra-peritoneal [42] or 

intravenous routes had been adopted in clinical trials which showed some clinical benefit when used as 
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an adjuvant to chemotherapy [43]. Schizophyllan (SPG) or sizofiran is another β-glucan derived from 

Schizophyllan commune. Its triple helical complex β-glucans structure prevents it from adequate oral 

absorption so an intratumoral route or injection to regional lymph nodes had been adopted [44]. In a 

randomized trial, SPG combined with conventional chemotherapy improved the long term survival rate 

of patients with ovarian cancer [45]. But whether the prolonged survival can subsequently led to a better 

cure rate remain unanswered.  

• Medicinal mushroom with β-glucans as active components  

Maitake D-Fraction extracted from Grifolafrondosa (Maitake mushroom) was found to decrease the 

size of the lung, liver and breast tumours in >60% of patients when it was combined with chemotherapy 

in a 2 arms control study comparing with chemotherapy alone [46]. The effects were less obvious with 

leukemia, stomach and brain cancer patients [47]. But the validity of the clinical study was subsequently 

questioned by another independent observer [48]. Two proteoglycans from Coriolusversicolor (Yun 

Zhi) – PSK (Polysaccharide-K) and PSP (Polysaccharopeptide) – are among the most extensively 

studied β-glucan containing herbs with clinical trials information. However, both PSK and PSP are 

protein-bound polysaccharides, so their actions are not necessary directly equivalent to pure β-glucans 

[49]. In a series of trials from Japan and China, PSK and PSP were well tolerated without significant 

side effects [50,51-53]. They also prolonged the survival of some patients with carcinoma and non-

lymphoid leukemia.  

Ganoderma polysaccharides are β-glucans derived from Ganodermalucidum (Lingzhi, Reishi). While 

β-glucan is the major component of the Ganoderma mycelium, it is only a minor component in the 

Ganoderma spore [54]. The main active ingredient in the Ganoderma spore extract is triterpenoid which 

is cytotoxic in nature. In an open-label study on patients with advanced lung cancer, thirty-six patients 

were treated with 5.4 g/day Ganoderma polysaccharides for 12 weeks with inconclusive variable and 

results on the cytokines profiles [55]. Another study on 47 patients with advanced colorectal cancer 

using the same dosage and period again demonstrated similar variable immune response patterns  [56]. 

These results highlight the inconsistency of clinical outcomes in using immune enhancing herbal 

extracts clinically, which may partly be due to the impurity of the products used.  

    

9. Conclusion:  

β-Glucans have been investigated for their ability to protect against infection and cancer and more 

recently for their therapeutic potential when combined with cancer therapy. β-Glucans are natural 

polysaccharides present in fungi, algae, bacteria, and plants, which differ in structure, size, branching 

frequency, and conformation. These polysaccharides (excluding cellulose) commonly consist of a main 

https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR74
https://jhoonline.biomedcentral.com/articles/10.1186/1756-8722-2-25#ref-CR74
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chain of β-(1,3) and/or β-(1,6)-glucopyranosyl units in non-repeating non-random order, with side 

chains of varying lengths. The intrinsic differences of the β-glucans derived from different sources will 

elicit variable immunomodulatory and anti-cancer responses. In this review we have summarized the 

immunomodulatory and anti-cancer effect of β-glucans as well as the current limitations of β-glucan 

research.   

β-Glucans have a potent immunomodulating activity; their action is mediated through receptors present 

on immune cells. Their immune modulating effects are attributed to the ability to bind to pattern 

recognition receptors.  

So far, there are very few clinical trial data on using purified β-glucans for cancer patients. Most of the 

available evidence comes from preclinical data and human studies are just now beginning to appear in 

the literature, therefore firm conclusions on its clinical importance cannot yet be made. Perhaps the most 

promising evidence to date in human trials has come from recent studies on a benefit of β-glucan on 

quality of life and survival when given in combination with cancer treatment.  

Studies on β-glucan are complicated by the fact that many studies on β-glucan related herbs often used 

crude extracts rather than purified compounds, therefore, the confounding effects of other chemicals 

cannot be totally ruled out. Careful selection of appropriate β-glucan products with good pre-test quality 

control is essential if we want to understand and compare the results on how β-glucans act on our 

immune system and exerting anti-cancer effects. A possibly well-defined β-glucan standard is urgently 

needed in this field for controlled experiments.   

There is urgent need for future studies that compare purified forms of β-glucans from different sources 

to further the understanding of the mechanisms of action and aid in the development of clinical studies 

for its anti-cancer and immunomodulatory effects.  
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APPLICATION OF FLUOROSCENCE SPECTROSCOPY IN 
DETECTION OF CANCER IN BIOLOGICAL MEDIUM 

ABSTRACT 
Diagnostic techniques based on optical spectroscopy have the potential to link biochemical and 
morphological properties of tissues to individual patient care. In particular, these techniques are 
fast, non-invasive, and quantitative. Furthermore, they can be used to elucidate key tissue features, 
such as cellular metabolic rate, vascularity, intravascular oxygenation, and alterations in tissue 
morphology. Here we will focus on fluorescence spectroscopy whose applications are being widely 
explored in the detection of endoscopically visible neoplastic growth. 

If fluorescence spectroscopy can be applied as a diagnostic technique in this clinical context, it may 
increase potential for curative treatment, and thus reduce complications and health care costs. 
Steady state, fluorescence measurements from small tissue regions as well as relatively large tissue 
fields have been performed. To a much lesser extent, time resolved fluorescence spectroscopy 
measurements have also been used for tissue characterization. 

Fluorescence spectroscopy has been the most widely explored mainly because fluorescence is highly 
sensitive to the biochemical makeup of tissues. It has been shown that tumours were easily detected 
on account of altered fluorescence properties with respect to fluorescence of ordinary tissue 

The goal of this article is to review development and applications of fluorescence spectroscopy as a 
diagnostic tool in clinical applications. Emphasis has been placed on detection of cancer and pre-
cancer in biological medium. We will also look into the applications of fluorescence spectroscopy in 
the diagnosis of particularly breast cancer and skin cancer. 



INTRODUCTION 
SPECTROSCOPY 

Spectroscopy is the study of the interaction of electromagnetic radiation with matter. There are 
three aspects to a spectroscopic measurement: irradiation of a sample with electromagnetic 
radiation; measurement of the absorption, spontaneous emission (fluorescence, phosphorescence), 
and/or scattering (Rayleigh, Raman inelastic scattering) from the sample; and analysis and 
interpretation of these measurements. 

ENERGY LEVELS PROBING 

Energy level of a molecule is defined as its characteristic state, which is related to the molecular 
structure of the molecule and to energetics and dynamics of any chemical processes that the 
molecule may undergo. The ground state of a molecule is defined as the state of lowest energy. 
States of higher energy are called excited states. A molecule possesses several distinct reservoirs of 
energy levels, including electronic, vibrational, rotational, translational, and those associated with 
nuclear and electron spin. At any finite temperature, molecules will be distributed among energy 
levels available to them because of thermal agitation. The exact distribution will depend on the 
temperature (T ) and on the separation between energy levels in the energy ladder. At a given 
temperature, the number of molecules in an upper level (n upper) relative to that in a lower level (n 
lower) is given by the Boltzmann distribution, as shown in Equation (1): 

 n (upper)/ n (lower) = exp^(-∆E/ kT )                (1), 

 where k is the Boltzmann constant (1.38 × 10−23 J K^-1). When electromagnetic radiation is applied 
to a molecule, it is just as likely to cause transitions from a higher to a lower energy level as it is to 
cause transitions from a lower to a higher energy level. Consequently, net absorption or transition to 
a higher energy level can occur only if the difference between populations of the energy levels 
concerned is significant, with the lower one being significantly higher.  

 

FLUOROSCENCE SPECTROSCOPY 

 

The above figure displays an energy level diagram with ground electronic state (S0) and lowest 
excited one (S1), as well as vibrational energy levels within each electronic state of a molecule. When 
a molecule is excited at a wavelength that lies within absorption spectrum of that molecule, it will 
absorb the energy and be activated from its ground state (S0) to the excited singlet state (S1), with 
the electron in the same spin as its ground state. The molecule can then relax back from the excited 
state to the ground state by generating energy either non-radiatively or radiatively, depending on 



the local environment. In a nonradiative transition, relaxation occurs by thermal generation.  In a 
radiative transition, relaxation occurs via fluorescence at specific emission wavelengths.  
Fluorescence generation occurs in three steps: thermal equilibrium is achieved rapidly as the 
electron makes a nonradiative transition to the lowest vibrational level of the first excited state; the 
electron then makes a radiative transition to a vibrational level of the ground state; and finally the 
electron makes a nonradiative transition to the lowest vibrational level of the ground state. When 
there is intersystem crossing, in which the spin of the electron is flipped in the excited state, the 
time for radiative transition from the excited state to ground state is longer because the transition 
must occur with a spin change. This excited state is termed the triplet state. Radiative transition 
from the excited triplet state is termed phosphorescence. Tissue absorption, fluorescence, and 
phosphorescence monitor changes in electronic energy levels, to provide biochemical information 
from biological molecules. 

 

A scheme in the Figure shows a simple state diagram of an aromatic molecule and the basic 
molecular processes leading to absorption and fluorescence emission. The ground (G) and excited 

state (E) energy surfaces are shown as parabolas; i.e., a harmonic potential along a basic vibrational 
coordinate. The allowed vibrational states are shown as equidistant lines. 

 

In thermal equilibrium only the lowest vibrational state of the molecule is populated and the 
probability for the position of the nuclei in that level is shown by the dashed line. Absorption of a 
photon is observed when its energy fits exactly to the energy distance between the lowest 
vibrational level of the ground state and one vibrational level of the excited state. An electronic 
transition is generally a vertical transition; i.e., that the absorption of the photon is much faster (ca. 
0.1 fs) in comparison to the movement of the nuclei (ca. 0.1 ps for one period of vibration). Under 
that condition, neither the position nor the velocity of the nuclei, nearly resting in the ground state, 
should change—this is the well-known Franck-Condon principle, which states that whenever a 
higher vibrational level is occupied by the electronic transition this should occur at the turning point 
of the motion. It gives rise to an absorption spectrum similar to that plotted to the right of the state 



diagram. A typical example similar to that plotted is the absorption spectrum of anthracene in a 
hydrocarbon solvent. In many cases, however, vibronic features are washed out by overlapping 
transition, coupling of different vibrations, influence of solvent, etc. After excitation, additional 
nuclear energy due to motion of the nuclei is quickly dissipated to the solvent in a liquid medium 
and thermal equilibrium is established in the excited state. Because the lifetime of the excited states 
before returning to the ground state is generally some few nanoseconds, all further processes, as, 
for example, fluorescence or intersystem-crossing to triplet states, originate from the lowest 
vibronic level of the excited state. This is shown in the scheme for fluorescence F and all principles 
discussed first for absorption apply in a similar manner for fluorescence. This gives rise to an 
emission spectrum, which should show nearly a mirror image about the energy difference between 
the two lowest vibrational levels. Therefore, the shift of fluorescence versus absorption to lower 
energies should generally be small. In cases where this is not observed an additional process is 
indicated, occurring in the excited state. 

 

  

METHODOLOGY AND PRINCIPLES 

The fluorescence of a biological molecule is characterized by its quantum yield and lifetime. (1) The 
quantum yield is simply the ratio of the no. of photons emitted to the no. absorbed. The lifetime is 
defined as the average time the biological molecule spends in the excited state before returning to 
the ground state. Fluorescence quantum yield and lifetime are modified by a no. of factors that can 
increase or decrease the energy loses. For example, a molecule may be non-fluorescent as a result of 
large of non-radiative decay (thermal generation) or a slow rate of radiative decay (fluorescence). 
Fluorescence spectroscopy is the measurement and analysis of various features related to 
fluorescence quantum yield or lifetime of a biological molecule. The fluorescent intensity of a 
biological molecule is a function of its concentration, its extinction coefficient (absorbing power) at 
its excitation wavelength, and its quantum yield at its emission wavelength. (2) Fluorescence 
emission spectrum represents the fluorescence intensity measured over a range of emission 
wavelengths at a fixed excitation wavelength. On the other hand, a fluorescence excitation spectrum 
is a plot of fluorescence intensity at a particular emission wavelength for a range of excitation 
wavelengths. 

 



A fluorescence excitation–emission matrix (EEM) is a two-dimensional contour plot that displays the 
fluorescence intensities as a function of a range of excitation and emission wavelengths. Each 
contour represents points of equal fluorescence intensity.  

 

 

 

 

Fluorescence spectroscopy of turbid media such as tissue depends on one or more of the 
following: 

 specifically, it depends on the concentration and distribution of fluorophore(s) present 
in the tissue as well as the biochemical/biophysical environment, which may alter the 
quantum yield and lifetime of the fluorophore(s). 

  Fluorescence spectroscopy of turbid media such as tissue also depends on absorption 
and scattering that result from the concentration and distribution of nonfluorescent 
absorbers and scatterers, respectively, within the different sublayers of the tissue.     

The effect of aforementioned variables on fluorescence spectroscopy of tissue is wavelength 
dependent. First, endogenous fluorophores having absorption bands that lie in the same wavelength 
range as the excitation light will be excited and hence will emit fluorescence. Absorption and 
scattering properties of the tissue will affect light at both the excitation and emission wavelengths. 
Therefore, only those fluorophores contained in the tissue layers to which excitation light penetrates 
and from which emitted light can escape the tissue surface will produce measurable fluorescence. 
Elastic scattering events in tissue are caused by random spatial variations in the density, refractive 
index, and dielectric constants of extracellular, cellular, and subcellular components. Tissue 
scattering generally decreases monotonically with increasing wavelength over the UV, VIS, and NIR 
spectral regions. (3,5) 

 

 

 

 

 

 

 

 

 

 

 

 



FACTORS AFFECTING THE FLUOROSCENCE OF TISSUES 
Haemoglobin, which is contained in red blood cells, serves as oxygen carrier in blood and also plays a 
vital role in the transport of carbon dioxide and hydrogen ions. (6) Capacity of haemoglobin to bind 
oxygen depends on the presence of a non-polypeptide unit, namely, a heme group. The heme 
consists of an organic part, a protoporphyrin ring, and an iron atom. The absorption spectra are 
characterized by the decreasing absorption of deoxygenated haemoglobin and the increasing 
absorption of oxygenated haemoglobin as a function of increasing wavelength. 

 

Figure of absorption spectra of oxygenated and deoxygenated haemoglobin in the UV/VIS region 

Illumination and collection geometry of excitation and emitted light, respectively, can also affect 
fluorescence measurements from tissue with respect to both intensity and line shape. (7,8) This may 
be attributed to the fact that, although fluorescence is generated iso-tropically from the 
fluorophores within the biological medium, fluorescence emitted from the surface of the medium 
may range from isotropic to anisotropic, depending on whether the medium is highly absorbing, 
dilute, or turbid. 

For a turbid medium such as tissue that contains k fluorophores, the fluorescence intensity can be 
rewritten to include a transfer function (TF) which describes attenuation of excited and emitted light 
due to the absorption and scattering properties of the tissue at these wavelengths. This is defined in 
Equation 

 𝐹(𝜆𝑥, 𝜆𝑚) = 𝑃0(𝜆𝑥) ∫ 𝑑𝑧 ∑ 𝜇𝑎𝑘ே
ୀଵ

ஶ


 

  where z refers to the depth within the medium. Here, the transfer function for a particular depth 
can be determined from the absorption coefficient, scattering coefficient, and anisotropy factor of 
the tissue. The wavelength-dependent absorption coefficient µa denotes the probability of photon 
absorption per unit path length, whereas the scattering coefficient µs denotes the probability of 
photon scattering per unit path length. The anisotropy factor (g) denotes the cosine of the average 
scattering angle. The reduced or isotropic scattering coefficient µs is the product of the scattering 
coefficient µs and one minus the anisotropy parameter (1 –g). (3) Models of light transport can be 
used to deduce the absorption and scattering coefficients and the anisotropy parameter needed to 
compute the transfer function in the equation. (9) 



 

TYPES OF FLUOROPHORES 
Endogenous fluorophore- fluorophores present natively inside the cell (4,5) 

 

 
 

 

 

 

 

 

 



INSTRUMENTATION 
To stimulate and measure fluorescence from a sample, one needs to use instrument with five basic 

components: (1) light source, (2) wavelength selector elements on the excitation and emission paths 
to/from sample, (3) sample holder/positioner, (4) polarizers, and (5) detector

 

 

 A schematic of the basic components of an instrument used for fluorescence and/or reflectance 
spectroscopy of tissues is shown in the figure below. It consists of a light source, a flexible conduit 
that contains optical fibres for illumination and collection of light, a dispersing element that 
separates emitted light into its respective wavelengths, and a detector that measures the intensity 
at these wavelength(s). In this scenario, fluorescence emission and reflectance are measured in a re-
emission geometry in which illumination and collection are performed on the same surface of the 
tissue. 

Polychromatic light from light source is dispersed on a dispersing element from which light beam of 
selected wavelength is directed on a sample to excite fluorescence. Most frequently, Xe arc lamps 
are used. These days, deuterium, tungsten, or halogen lamps are rarely utilized for excitation, since 
they are relatively weak sources for fluorescence. Lasers, laser diodes, and light-emitting diodes 
(LEDs) are also frequently used. They produce intense monochromatic light, so there is no need for 
the wavelength-selecting element on the excitation path. The drawback is that excitation spectra 
cannot be measured with these light sources. Tuneable and supercontinuum lasers are an exception, 
which can produce emissions over the given spectral interval, but these are rather expensive 
devices. Light dispersion can be accomplished with prisms and diffraction gratings; the latter is 
dominantly used in the modern spectrofluorometers. The detector can be either single-channelled 
or multi-channelled. The single-channelled detector, usually photomultiplier tube (PMT) or 
semiconductor, detects the intensity of one wavelength at a time. Multi-channelled detectors, such 
as charge-coupled device cameras (CCDs), record the intensity of emission over the range of 
wavelengths simultaneously. In addition, modern instruments include some other important 
components, such as polarizers, filters, and optical fibre connectors. Laboratory spectrometers are 
complex and robust devices capable of versatile and sensitive measurements. However, for many 
applications, and for the convenience and mobility of measurements fluorimeters can be designed 
as miniaturized devices. These devices are particularly suitable for clinical investigations of tissue 
fluorescence. 

 



                  

 

      

 

 

 

 

 

 

What are the advantages of using fluorescence 
spectroscopy in cancer detection? 

Cancer is one of the major killer diseases throughout the world. According to statistics of the 
American Cancer Society, cancer accounts for nearly one quarter of deaths in the United States. In 
the United States, lung cancer is the most common fatal cancer in men (30%), followed by prostate 
cancer (9%) and colon and rectal cancers (9%). In women, the most common fatal cancers are lung 
(26%), breast (15%), and colon and rectal (9%) cancers. It is expected that about 1.5 million new 
cases of cancer will be diagnosed in the United States in 2009. The United States has an estimated 
population of around 300 million and the world has an estimated population of around 6 billion. 
Therefore, by extrapolation, cancer is fatal to millions of people throughout the world on a yearly 
basis. Almost all cancers from all anatomical sites face some kind of diagnostic problems. There are 
many reasons for this; many cancers have vague symptoms and signs, and some are difficult to 
visualize due to deeper anatomical sites inside the body. As a result, many cancers are diagnosed at 
a late stage and treatment at these stages usually fails to cure the cancer, resulting in high mortality 
rate by different types of cancers throughout the world. Therefore, there is great need for 
technology that can diagnose or assist current investigation tools to diagnose premalignant or 
malignant lesions at an early stage. 

Fluorescence spectroscopy is a well-known and promising non-invasive optical diagnostic technique 
that aims to characterize biological tissue on the basis of its emission spectra. Over the past few 
decades, it has emerged as a powerful biomedical diagnostic tool because of its sensitivity to probe 
the biochemical changes, which occur inside the body during disease progression. These biochemical 
changes lead to changes in the endogenous fluorophores concentrations, quantum efficiencies, and 
the local environment. Consequently, the contrast in the fluorescence spectra obtained from normal 
and diseased tissue sites has been reported to be useful for cancer diagnostics.  

 



USING FLUOROSCENCE SPECTROSCOPY TO DETECT CANCER 
There are three main types of fluorophores used for cancer diagnostic studies: exogenous 
fluorophores, endogenous fluorophores, and fluorophores synthesized in the tissue from a precursor 
molecule that is given externally. Endogenous fluorophores give rise to autofluorescence 
phenomenon. Examples of endogenous fluorophores include collagen, elastin, nicotinamide adenine 
dinucleotide (NADH), tryptophan, porphyrins, and flavin adenine dinucleotide (FAD). Collagen and 
elastin are mainly responsible for spectral changes associated with structural changes within the 
tissues and cells. Other fluorophores like FAD, NADH, tryptophan, and porphyrins are mainly 
responsible for spectral changes associated with changes in cellular metabolism and functional 
processes. (10,11,12,13) 

Cancer tissues have an increased rate of metabolism, which gives rise to alternation in endogenous 
fluorophores, giving rise to spectral characteristics different from normal tissue. Many groups have 
performed studies to explore various endogenous fluorophores. They all observed a marked 
decrease in the fluorescence intensity in case of premalignant and malignant tissues. (14,15) 
In 1965, Lycette and Leslie (16) suggested that fluorescence spectroscopy could be used to 
discriminate between normal tissues and malignant tumours. Fluorescence emission spectra were 
recorded from excised normal tissue and malignant tumours of the oesophagus, stomach, breast, 
and thyroid at 330-nm excitation. All tissues fluoresced in the range 360–600 nm. It was found that 
the fluorescence intensities of malignant tumours were less than that of normal tissue from the 
same patient. Subsequently, the groups of Profio, Alfano, Lohmann, and Yang (17,18,19) carried out 
pioneering studies on in vitro and in vivo fluorescence spectroscopy of neoplastic and nonneoplastic 
animal and human tissues. (Neoplastic-tumour growths either malignant or benign). Fluorescence 
spectroscopy has been used to evaluate neoplastic and nonneoplastic tissues in vitro and in vivo. 
Generally, the results of in vitro studies have been used to guide the design of experimental 
parameters for in vivo studies.  

Autofluorescence phenomenon has been used for diagnosis of premalignant or malignant lesions in 
various organs of the body including the oral cavity, cervix, skin, lungs, breast, oesophagus, head and 
neck, and colon. These studies proposed promising results for using fluorescence spectroscopy as a 
possible diagnostic tool for early-stage cancers. But, there are some undesirable features associated 
with autofluorescence; for example, there might be some broad structureless emissions caused by 
some nonspecific fluorophores. We will briefly discuss fluorescence spectroscopy’s application in 
three types of cancers; that is, oral cavity, breast, and skin cancers. 

 

Oral cavity cancers 

Fluorescence spectroscopy has been proved by many groups to be highly valuable for early 
detection of oral cavity cancers with high sensitivity and specificity. Gillenwater et al. used 
fluorescence spectroscopy for non-invasive diagnosis of oral neoplasia with sensitivity of 88% and 
specificity of 100%. They applied a fluorescence spectroscopy system to record emission spectra at 
337,365 and 410 nm excitation wavelengths. They did a comparison of fluorescence peak intensities 
and spectral shapes from normal and abnormal oral sites. They found that fluorescence intensity of 
normal oral mucosa was higher compared to abnormal areas. Also, they observed that the ratio of 
red region to blue region intensities was higher in abnormal areas. (20) 

  



 

 

SKIN CANCER 

Fluorescence spectroscopy has also proved beneficial for early diagnosis of skin premalignant and 
malignant lesions. Bracheleon et al. collected 33 samples of freshly frozen tissues sections of 

tumours. Results showed that upon excitation at 295nm the lesions showed higher fluorescence 
than the normal surrounding skin (emission spectra). Upon excitation at 350nm the fluorescence 
intensity was lower than surrounding normal skin. The trend was reversed in case of excitation 

spectra. 

 

The above figure represents emission spectra for excitation at 295nm and 350nm respectively. The 
dotted line is for the tumour and the solid line is for normal skin. 

 

The above figure represents the excitation spectra for tumour and normal skin. 



Autofluorescence image of the frozen tissue sections shows a dark area with a marked loss of 
collagen autofluorescence of the tumour loci and surrounding dermal tissue. The areas characterized 
by the loss of autofluorescence were two- to three-fold larger than the actual tumour size estimated 
from the H&E images. In a limited number of cases the autofluorescence pattern showed sharply 
demarcated ‘‘dark’’ areas amidst brightly fluorescent dermal collagen fibrils. 

 

 

The most striking observation among those reported was the increase of fluorescence in the tumour 
with respect to normal skin. This is probably due to hyperactivity or hyperproliferation. Upon 
excitation at 350nm the in vivo fluorescence spectra normal skin and tumour, the fluorescence of 
collagen crosslinks in tumours decreases drastically in comparison to surrounding skin due to tumour 
in induced changes in connective tissue. (21,22) 

  



BREAST CANCER 

Breast tissue optical characters show glandular, adipose and fibrous tissues. The autofluorescence of 
these tissues comes from the structural and compositional differences in the concentration of 
fluorophores and their distribution. The first report on the characterization of human breast tissues 
by fluorescence emission spectroscopy has been published by Alfano et al. (23). They have obtained 
normal and cancerous breast tissues from two different individuals and have measured emission 
spectra (460–700 nm) after excitation with an argon ion laser (at 488 and 457.9 nm). However, the 
assessment of method’s capability for diagnosis has been impossible because of small number of 
investigated samples. 

 

 

Gupta et al. (24) have measured N2 laser-excited (337 nm) emission spectra (360–560 nm) from 
different sites on benign (fibroadenomas, 35 patients), cancerous (ductal carcinomas, 28 patients), 
and normal specimens (the uninvolved areas of the resected cancerous specimens). Intensities of 

emission were much higher from cancerous sites compared to those of benign tumour and normal 
breast tissue sites. In this ex vivo study, cancer tissues have been discriminated from benign and 
normal ones with a sensitivity and specificity of up to 99.6% using absolute intensity of emission 

(with aid of stepwise multivariate linear regression statistical method). 

 

 

 

 

 

 

 

 



 

 

Yang et al. (25) have reported the use of excitation spectra for breast cancer detection. They have 
measured excitation spectra in the 250–320-nm spectral region recording emission at 340 nm from 
103 malignant and 63 benign breast tissues. The averaged spectra and their difference distinct 
spectral features can be clearly evidenced. Authors have estimated above 90% sensitivity and 
specificity of cancer diagnosis for this method. 

 

 

 

 

 

  



CONCLUSION 
Fluorescence spectroscopy has potential for use as a routine diagnostic tool for premalignant and 
malignant lesions but needs more research studies and clinical trials. There are many aspects that 
should be discussed in future research. To differentiate between inflammatory and cancerous 
lesions is a major challenge. Some fluorophores produce broad and overlapping absorption and 
emission spectra, which makes quantitative measurements very difficult. Also, absorption and 
scattering phenomena may interfere with the acquired signals from superficial tissue layers. 

 

Improvement in instrumentation and single analysis algorithms will help to increase the sensitivity 
and efficiency of fluorescence spectroscopy–based diagnostic techniques for cancer diagnostics. 
Also, there is great need to develop new highly selective fluorophores along with higher emission 
bands. Skin photosensitization is another challenge that should be overcome with modern research. 
Time gating of a charge-coupled device camera’s intensifier may be helpful to improve the signal-to-
noise ratio in fluorescence imagining of cancerous lesions. Combining fluorescence spectroscopy 
with endoscopy will greatly facilitate the early diagnosis of cancers anatomically deeper inside the 
human body. Flexible fibres and body core should be designed to meet the demands of a daily 
medical care practice. Active collaboration between medical scientists, physicians, surgeons, 
biochemists, and biophysicists is necessary for accommodating fluorescence spectroscopy in daily 
medical practice in the near future. With advancement in technology and overcoming of limitations, 
we expect that fluorescence spectroscopy will be a routine diagnostic technique for cancers. Cancer 
diagnosis at early stages by means of fluorescence spectroscopy will result in early treatment and 
survival rate will increase greatly. 
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Introduction:- 

 One of the most important clinical gas used in health care center is oxygen. There are no 

modern hospitals and nursing home  which can manage without  oxygen. Pure oxygen is too 

much essential for the respiration of the patients during anesthesia and in the intensive care or 

neonatal units[1]. Now in this covid pandemic situation oxygen is really too much necessary for 

survival of covid +ve patients. The challenge is appeared by increasing  supply of medicinal 

oxygen with reducing cost[2]. In 1907, Linde built a first cryogenic distillation bed for air 

separation and this time oxygen was first produced[3]. Besides this in chemical industries oxygen 

is too much necessary for various processes like refinery industries, manufacturing metal etc. 

The most commonly adsorbent used in air separation for producing oxygen is zeolite 13X[4].Here 

desorption and adsorption process mainly occurs. There are many process exists for separation 

of air to produce purified oxygen. Among them pressure swing adsorption (PSA)  is very popular 

in the market because it is a safe process with reasonable energy and area requirements [1]. At 

first Skarstrom in 1958 proposed the simplest PSA process. Till now there are many process 

arises using different types of adsorbent for this purposes to purify oxygen. Farooq et al,(1989) 

used zeolite-5A for producing oxygen using PSA method by performing Sakrstrom cycle. In 1990 

Keny and Liow used 5A zeolite for air separation[5]. But zeolite 13X is used in a wide range 

because it has outstanding  nitrogen to oxygen adsorption selectivity. In recent time 13X zeolite 

is modified with Li+ exchange method which shows a higher nitrogen adsorption capacity at the 

active cation sites of the zeolite framework[6]. Besides this zeolite 13X has large mass transfer 

zone, so the adsorption rate is high. Nitrogen concentrations mainly drop in the outlet of the 

zeolite 13X at the time of about 125 seconds and the concentrations reaches zero after about 

180 seconds[3]. 

 

Reason behind choosing zeolite as a molecular sieve : 

Porous materials are those materials which contain void space. There are many types of porous 

materials such as rocks and soil, zeolites, biological tissues and artificial materials such as 

cements and ceramics etc. The characteristics of a porous material vary depending  on the size, 

arrangement and shape of the pores, as well as the porosity and composition of the material 

itself (porous materials latest research). According to the IUPAC, pores are classified into three 

categories, these are micropore – (pore sizes less than 2nm), mesopore (between2 and 50 nm) 

and macropore ( with pore size larger than 50 nm)[8]. For PSA method zeolite is chosen as 

adsorbent. Zeolite has microporous crystalline structures. Zeolite framework is an assemblage of 

SiO4 and AlO4 tetrahedral joined together by sharing oxygen atoms[9]. This type of microporous 

solid such as zeolite (aluminosilicate member) is known as molecular sieves. Zeolite molecular 

sieve contains very small pores of uniform size[10]. Zeolite adsorbent has the selectivity to adsorb  
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nitrogen compared to oxygen because of the interaction between electrostatic field of the 

cationic zeolite and the quadrouple moment of the nitrogen and oxygen. The quadrouple of 

oxygen is three times lesser than that of nitrogen. And this fact leads to a selective adsorption on 

to the zeolite surface[6].   

 

 

Why  13X zeolite: 

So zeolite adsorbs nitrogen like it sponge adsorbs water . Converting medical air to medical 

oxygen using 13X zeolite is very practical. However LiX material is a good adsorbent  for 

adsorption of nitrogen at ambient pressure and releases under vacuum. The operations are 

simpler and the system built will be simple and accomplished. But Lithium X can not be easily 

sourced in India. So the technology has to be based on more readily available 13X molecular 

sieve zeolite. Substitution of LiX by 13X change the operation from vacuum based to a pressure 

based (VPSA to PSA )[11]. There are three types of zeolite structure become dominant such as A,X 

and Y[1]. 13X zeolite is the sodium form of the type X crystal. It has pore diameter of 1nm . So it 

will adsorb molecules of A crystalline form that is 3 Angstrom,4 Angstrom and 5 Angstrom[7]. 

Zeolite 13X has the chemical formula Na86[(AlO2)86 (SiO2)106+• H2O having pore diameter less than 

10 Angstrom( 1nm). X crystalline foam has a larger pore size than other types . 

 

Figure-1  Schematics of zeolite particle structure[6]. 
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Table – 1 (Properties of zeolite)[19] 

Chemical name Na86*(AlO2)86(SiO2)106+•H2O 

Pore Diameter ~8Å 

Mesopore volume 0.165 cm3 /g 

Micropore volume 0.17 cm3 /g 

Langmuir surface area 571 m2 /g 

Mass of pellet sample 2.37 g 

Mass of crushed 
sample 

2.49 g 

 

Figure-2[19] 

Figure-3   

Adsorption of nitrogen in zeolite 13X pellet at 95K[19]. 
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Adsorption phenomena in PSA method: 

Adsorption is the phenomenon where molecules of one phase remain preferentially 

concentrated at the surface of another phase[22]. Generally, gas adsorption in zeolite are of two 

types named physisorption and chemisorption. But physisorption is more preferable method for 

gas separation and purification because of the fact that the adsorbent can be regenerated by 

heating or flushed to remove the adsorbed gas molecules attaching to the solid. This make the 

process more economical and profitable[9]. 

 

A short view of PSA process: 

Pressure swing adsorption is an industrial process which is generally used for the bulk separation 

of gas mixtures. It is a cyclic operation[12]. In 1960, Skarstrom patented the first PSA unit which 

was composed of two beds and using a zeolite[13]. 

Stage 1- Compressed air is passed into the first bed. Nitrogen molecules are trapped and oxygen 

molecules is allowed to flow through. 

Stage -2- At the time of saturation of the adsorbent in the first bed with nitrogen, the air flow 

feed is directed towards the second bed. 

Stage -3- Nitrogen was adsorbed by the adsorbent (13X zeolite) in the second bed. The first bed 

is depressurized allowing nitrogen to be loosen out of the system and released to the 

atmosphere. 

Stage- 4- The process starts over. Again compressed air is fed into the first bed. The second bed 

is relaxed by releasing nitrogen and oxygen to the atmosphere. The process is repeated 

continuously producing  a constant flow of purify oxygen[14]. 
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Figure-4[14] Stage – 1 

 

 

 

Figure-5[14] stage – 2 
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Figure-6[14] Stage – 3 

 

Figure-7[14] Stage – 4 
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Oxygen production using 13X zeolite by using PSA process has noticeably increased in the past 

decades. But the concentration of the products is limited to 95% oxygen due to presence of 

argon in air. Because the adsorbent present has the similar adsorption capacities for oxygen and 

argon. Actually in PSA cycle desorption take place at a pressure much lower than adsorption[15]. 

There are many application observed for PSA unit such as producing oxygen for medical use. In 

1975 this unit was started to use in a wide range for treating patient with respiratory illness. This 

provide  2-4 L/min of 85-95% oxygen. In this year Ruder and Isles also patented a PSA unit for 

producing enriched air(use onboard jet aircraft)  (U.S. Patent 3,922,149). Just one year latter an 

electric powered compact PSA apparatus (DE Patent 2,559,120) was described by Armond. He 

use zeolite molecular sieve to generate breathing air for medical use. In 1984, Kratz and Sircar 

patented a medical oxygen generator for domiciliary use (U.S.Patent 4,477,265). This process 

generated 90% of oxygen[16]. 

In this work, nitrogen adsorption process using 13X zeolite as a molecular sieve is simulated. So 

the process is dynamic[4]. 

 

 

 

 

Method of pressure swing adsorption 

Equilibrium adsorption 

Air mainly contains three components, nitrogen, oxygen and argon. In between 1916 to 1918, 

Langmuir proposed the theoretical basis of adsorption which is based on kinetic theory of 

gases[17]. This phenomena explain the type 1 adsorption curve(HKC). Multicomponent adsorption 

equlibria theory (competition between the different molecules on the adsorbent) is required for 

designing purposes. 

   
    

  ∑     
 
   

   ( Equation 1) 

Fractional loading contributed by θi and i. 

bi  and bj  are the rate constants of adsorption to that for desorption for component I and 

component j respectively. Pi – Partial pressure of component I, Pj – Partial pressure of 

component j. N is the number of species. 
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Equation 1 gives the adsorbed amount of species i on the adsorbent in the multi component 

system.    The selectivity describes how one species is selective to bind to the adsorbent over 

another species. The selectivity of a species i in relation to species j is given as  

     
  

  
   (Equation 2) 

A transport phenomena is observed to study how each species is adsorbed in the adsorbent bed. 

Material balance equations are used to determine these parameters. 

 

 

   

Air component through adsorbent bed[1]. 

Material balances are performed for the components in each section of the adsorbent bed. 

Nitrogen : FN2
0Δt = ΔL1ANN2

1 = v1ANN2
1        (Equation 3) 

Oxygen: FO2
1 = FO2

0 + (NO2
2 – NO2

1 )Av1              (Equation 4) 

Argon: FAr
1 = FAr

0 + (NAr
2  - NAr

1 )Av1                 (Equation 5) 

             FAr
2  = 0 = FAr

1 + NAr
2 Av2                      (Equation 6 ) 

Here, F stands for volumetric flowrate,  Δt is the cycle time, ΔL is the length of the bed, A is the 

area, N is the loading and v is the front velocity. 

The velocity of the argon front must be greater than nitrogen front. 

  

  
  

   
 

   
      

     
   

   
         (Equation 7) 

Nitrogen molecule has strong electrostatic interaction with 13X zeolite than do oxygen and 

argon molecules. The front moves with nitrogen front’s velocity as a function of the adsorption 

and desorption of the molecules on the adsorbent sites. So nitrogen has a slower rate of 

desorption than oxygen and argon. So the velocity front of argon to nitrogen is greater than 

one[1]. 
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To get greater flexibility Langmuir–Freundlich equation is used which is 

       
          

                (Equation 8)[21] 

 

Details of PSA Columns and Adsorbent 

Table-2[13] 

 

Discussion of the experimental work for two column 4 step and 

6 step PSA operation. 

Two column: 4 step and 6 step PSA operation  .                                                                                         

 Pressurizing time tprs= 10 s 

 Depressurizing time tdeprs= 10 s 

 Equalization time teq= 20 s 

The operating parameters considered in the present work with their ranges are as follows;                                                                         

Adsorption time tads= 10, 20, and 30 s ,Adsorption pressure PH= 2, 3, and 4 bar , Purge flow rate 

Qpurg= 1, 1.5, 2, 3, 4, 5, and 6 L/min[13]. 

 

Adsorbers

Column Length L 0.7 m

Column diamete D 50 mm

Adsorbent Type 13X zeolite

Shape Sphere

Particle diameter dp 1.7-2.6 mm

Particle density ρp 1070 kg/m3

Bulk density ρB 670 kg/m
3

Bed porosity ε 0.4

Adsorbent weight w 0.75 kg

Adsorbent bed length LB 0.57 m

Langmuir isotherm parameters qsO2 3.091 mol/kg

Oxygen bO2 0.0367 bar-1

Adsorption heat of O2 ΔHO2 12.8 kj/mole

Nitrogen qsN2 3.091 mol/kg

bN2 0.1006 bar
-1

Adsorption heat of N2 ΔHN2 17 kj/mole
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Two Column Adsorption: 

The PSA system preparation shown in figure using vacuum and O2 pressurizing and purging to 

ensure the zeolite activity[13]. 

Figure- 8 shows that the effect of adsorption  on oxygen purity. Figure -9 shows that no 

noticeably change occurred between the pressure ratios 2 and 4 bar. This result is in agreement 

with that performed by Jee et al. (2001) for high purge to feed ratio, Yuwen et al.(2005). Jain et 

al (2003) stated that for constant selectivity systems, performance increases with increasing 

pressure according to adsorption equilibrium isotherm. 

In figure- 10 it can be seen that breakthrough occurs at high adsorption time. Adsorption Step 

duration is needed for needed for breakthrough to occur[13]. 

 

 

Figure – 8  Pressure swing cycle[13]. 
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Product Oxygen Cycle for 4- step cycle 

 

   

Figure - 9  The effect of the adsorption pressure (pH) on product oxygen purity for 2-column, 4-

step operation[13]. 

 

 

 

Figure - 10  Effect of the adsorption time (tads) on product oxygen purity for 2-column, 4-step 

cycle , (Qpurg=2 l/min)[13]. 
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Figure -11   8 Effect of adsorption time (tads) onproduct oxygen purity, for 4-step cycle, by 

adjusting the purge flowrate (Qpurg)
[13]. 

 

 

 

Figure- 12  9 Effect of the dimensionless adsorption time  on product oxygen purity for 2-column, 

4-step operation[13]. 
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Figure- 13  The effect of the Purge Flow rate (Qpurg) on product oxygen purity, for 2-column, 4-

step cycle[13]. 

From this Figure- 13  it is revealed that the nitrogen wave front is breakthrough. The maximum 

product oxygen is 70% pure because of both the effect of purge flowrate(Qpurg) and the 

adsorption time(tads). 

 

 

Figure-14  The effect of the adsorption times (tads) on specific product Flowrate (Qpurg/w) at 

maximum product oxygen purity[13]. 
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Product Oxygen Purity for 6- step cycle: 

 

 

Figure -15 The effect of the purge flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, 

with air feed initial pressurizing[13] 

 

 Figure -16  The effect of the purge 

flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, with O2 initial pressurizing[13]. 

 

 



15 
 

 

Figure-16 shows that, with increasing purge flowrate above 1.5 lit/min , product purity decreases 

to that breakthrough point forming high effluent from the column[13]. 

 

Figure -17  Effect of the dimensionless adsorption time (tads) on product oxygen purity for 2-

column, 6-step cycle[13]. 

 

Figure -18   Effect of the 

dimensionless purge time (Qpurg) on product oxygen purity for 2-column, 6-step cycle[13] 
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  Figure– 19[20] 
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Consideration for Mathematical Model for Dynamic modeling of 

N2 adsorption on 13X bed.:- 

To develop a mathematical model for adsorption bed, the following assumptions must be 

considered. 

 Gas behaves as an ideal gas. 

 The flow pattern is axially assumed as plug-flow model. 

 Equilibrium equations for air are expressed as triple Langmuir-Freundlich isotherm 

(oxygen, nitrogen and argon); 

 Mass transfer rate is presented by linear driving force (LDF) relations; 

 At initial state  bed is clean and there is no gas flow in it; 

 Air is considered a mixture of oxygen and argon (21 %) and nitrogen (79 %) as feed[4]. 

A four bed pressure swing adsorption for oxygen separation from air was proposed by Zahra 

et al(2008)[5]. Recently in 2017 Kakavandi et al proposed a dynamic modeling  of nitrogen 

adsorption on 13X zeolite using two bed. 

 

 

Result and discussion : 

The fourth order Runge-Kutta Gill method was used to solve the mathematical model. An 

experimental and simulation observation of the PSA unit running with a traditional Skarstrom 

cycle and a Skarstrom cycle with concurrent equalization in an attempt to separate oxygen from 

air using a 5A zeolite has been proposed by  Mendes et al. Moreover, a small-scale two-bed six-

step PSA process using zeolite 13X was performed by Jee et al. 

Figures 20 and 21 indicate the effect of product flow rate and P/F on the purity and recovery of 

oxygen during PSA process, respectively[3]. 
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Figure -20[3] 

 

Figure-21[3] 

 

Break through curves for nitrogen and oxygen on zeolite 13X is shown in the following Figure. 

The term “break through time” is developed by the response of initially clean bed per a flow with 
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constant composition. In Figure – 22 it is shown that oxygen exists from the top of the 13X 

zeolite earlier than nitrogen at about approximately 230 seconds.  

Figure -22[3] 

(The simulated breakthrough curves of zeolite 13X for oxygen and nitrogen at adsorption 

pressure of 6 bar and feed flow rate of 5 LSTP/min. The adsorption bed was initially saturated 

with a non-adsorptive gas.) 

With passing of time High roll-up phenomena is observed in case of oxygen. Because of this 

phenomena oxygen concentration is 4.5 times greater than feed concentration during the time 

of 400-500 seconds. Oxygen is affected by this phenomena because nitrogen adsorption on 13X 

zeolite is much more than that of oxygen. So oxygen concentration is relatively increased rather 

than feed concentration. Nitrogen breakthrough occurs at the time of 550 seconds and from this 

time oxygen concentration is starting to be reduced. In Figure- 22, it is clearly said that High roll-

up phenomena in the case of nitrogen because of its strong adsorption on zeolite 13X. In PSA 

cycle adsorption and desorption process depends on pressure increasing and decreasing[18]. 

Figure - 23 says that nitrogen concentration on zeolite 13X with respect to different adsorption 

pressures and time. With increasing pressure adsorption rate, of nitrogen increases. Figure- 24 
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says oxygen concentration along the bed length of the adsorbent (13X zeolite) in different times. 

The slope of oxygen concentration curve is fast. The desorption curve of zeolite 13X is depicted 

in Figure 25. The assumption is that a pure inter gas is utilized for cleaning the bed in order to 

simulate desorption over the beds[3]. 

Figure -23  The outlet mole 

fraction of nitrogen form zeolite 13X at different adsorption pressures and feed flow rate of 

4LSTP/min. The adsorption bed was initially saturated with a non-adsorptive gas[3]. 

 

Figure – 24  Distribution of oxygen 

concentration along the length of zeolite 13X during adsorption process in different times. 

Thefeedflowrate is 5LSTP/min and the adsorption pressure is 6 bar[3]. 
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Figure – 25  The outlet 

simulated concentration of gas phase from zeolite 13X during desorption at pressure of 0.1bar. 

The desorption bed was completely clean in the initial state[3]. 

  

 

Conclusion:- 

It has been discussed that how the PSA process using 13X zeolite is effective to produce pure 

oxygen. Using this technology hospitals and nursing home  can manage their oxygen deficiency. 

zeolite 13X is used in a wide range because it has outstanding  nitrogen to oxygen adsorption 

selectivity and it is easily available in India. In this covid- 19 pandemic situation , this type of 

process for producing oxygen is really helpful. As evidenced  by the discussion , there are 

numerous ways to operate the PSA process. The effect of adsorption pressure was also shown 

and it was clear that higher adsorption pressure will lower the recovery of the cycle. PSA method 

can produce almost 90% pure oxygen. 

Future Scope:-  

Within the scope of the study , the effects of improvements on the pores, surface area increase 

the improvement of the process[23]. One major area of study that would be useful would be to 

optimizing cycles utilizing  product pressurization instead of an equalization step and to get a 

fruitful result the effects of dead volume would need to be minimized by getting larger column . 

Additionally , more work is needed to find kinetic limit of the 13X zeolite in order to find what 

the maximum feed gas velocity is. Besides this future work could conclude  a more in depth look  

at changing the adsorption pressure including operating the cycle as a pure PSA cycle[24].  
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Introduction:- 

 One of the most important clinical gas used in health care center is oxygen. There are no 

modern hospitals and nursing home  which can manage without  oxygen. Pure oxygen is too 

much essential for the respiration of the patients during anesthesia and in the intensive care or 

neonatal units[1]. Now in this covid pandemic situation oxygen is really too much necessary for 

survival of covid +ve patients. The challenge is appeared by increasing  supply of medicinal 

oxygen with reducing cost[2]. In 1907, Linde built a first cryogenic distillation bed for air 

separation and this time oxygen was first produced[3]. Besides this in chemical industries oxygen 

is too much necessary for various processes like refinery industries, manufacturing metal etc. 

The most commonly adsorbent used in air separation for producing oxygen is zeolite 13X[4].Here 

desorption and adsorption process mainly occurs. There are many process exists for separation 

of air to produce purified oxygen. Among them pressure swing adsorption (PSA)  is very popular 

in the market because it is a safe process with reasonable energy and area requirements [1]. At 

first Skarstrom in 1958 proposed the simplest PSA process. Till now there are many process 

arises using different types of adsorbent for this purposes to purify oxygen. Farooq et al,(1989) 

used zeolite-5A for producing oxygen using PSA method by performing Sakrstrom cycle. In 1990 

Keny and Liow used 5A zeolite for air separation[5]. But zeolite 13X is used in a wide range 

because it has outstanding  nitrogen to oxygen adsorption selectivity. In recent time 13X zeolite 

is modified with Li+ exchange method which shows a higher nitrogen adsorption capacity at the 

active cation sites of the zeolite framework[6]. Besides this zeolite 13X has large mass transfer 

zone, so the adsorption rate is high. Nitrogen concentrations mainly drop in the outlet of the 

zeolite 13X at the time of about 125 seconds and the concentrations reaches zero after about 

180 seconds[3]. 

 

Reason behind choosing zeolite as a molecular sieve : 

Porous materials are those materials which contain void space. There are many types of porous 

materials such as rocks and soil, zeolites, biological tissues and artificial materials such as 

cements and ceramics etc. The characteristics of a porous material vary depending  on the size, 

arrangement and shape of the pores, as well as the porosity and composition of the material 

itself (porous materials latest research). According to the IUPAC, pores are classified into three 

categories, these are micropore – (pore sizes less than 2nm), mesopore (between2 and 50 nm) 

and macropore ( with pore size larger than 50 nm)[8]. For PSA method zeolite is chosen as 

adsorbent. Zeolite has microporous crystalline structures. Zeolite framework is an assemblage of 

SiO4 and AlO4 tetrahedral joined together by sharing oxygen atoms[9]. This type of microporous 

solid such as zeolite (aluminosilicate member) is known as molecular sieves. Zeolite molecular 

sieve contains very small pores of uniform size[10]. Zeolite adsorbent has the selectivity to adsorb  
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nitrogen compared to oxygen because of the interaction between electrostatic field of the 

cationic zeolite and the quadrouple moment of the nitrogen and oxygen. The quadrouple of 

oxygen is three times lesser than that of nitrogen. And this fact leads to a selective adsorption on 

to the zeolite surface[6].   

 

 

Why  13X zeolite: 

So zeolite adsorbs nitrogen like it sponge adsorbs water . Converting medical air to medical 

oxygen using 13X zeolite is very practical. However LiX material is a good adsorbent  for 

adsorption of nitrogen at ambient pressure and releases under vacuum. The operations are 

simpler and the system built will be simple and accomplished. But Lithium X can not be easily 

sourced in India. So the technology has to be based on more readily available 13X molecular 

sieve zeolite. Substitution of LiX by 13X change the operation from vacuum based to a pressure 

based (VPSA to PSA )[11]. There are three types of zeolite structure become dominant such as A,X 

and Y[1]. 13X zeolite is the sodium form of the type X crystal. It has pore diameter of 1nm . So it 

will adsorb molecules of A crystalline form that is 3 Angstrom,4 Angstrom and 5 Angstrom[7]. 

Zeolite 13X has the chemical formula Na86[(AlO2)86 (SiO2)106+• H2O having pore diameter less than 

10 Angstrom( 1nm). X crystalline foam has a larger pore size than other types . 

 

Figure-1  Schematics of zeolite particle structure[6]. 
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Table – 1 (Properties of zeolite)[19] 

Chemical name Na86*(AlO2)86(SiO2)106+•H2O 

Pore Diameter ~8Å 

Mesopore volume 0.165 cm3 /g 

Micropore volume 0.17 cm3 /g 

Langmuir surface area 571 m2 /g 

Mass of pellet sample 2.37 g 

Mass of crushed 
sample 

2.49 g 

 

Figure-2[19] 

Figure-3   

Adsorption of nitrogen in zeolite 13X pellet at 95K[19]. 
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Adsorption phenomena in PSA method: 

Adsorption is the phenomenon where molecules of one phase remain preferentially 

concentrated at the surface of another phase[22]. Generally, gas adsorption in zeolite are of two 

types named physisorption and chemisorption. But physisorption is more preferable method for 

gas separation and purification because of the fact that the adsorbent can be regenerated by 

heating or flushed to remove the adsorbed gas molecules attaching to the solid. This make the 

process more economical and profitable[9]. 

 

A short view of PSA process: 

Pressure swing adsorption is an industrial process which is generally used for the bulk separation 

of gas mixtures. It is a cyclic operation[12]. In 1960, Skarstrom patented the first PSA unit which 

was composed of two beds and using a zeolite[13]. 

Stage 1- Compressed air is passed into the first bed. Nitrogen molecules are trapped and oxygen 

molecules is allowed to flow through. 

Stage -2- At the time of saturation of the adsorbent in the first bed with nitrogen, the air flow 

feed is directed towards the second bed. 

Stage -3- Nitrogen was adsorbed by the adsorbent (13X zeolite) in the second bed. The first bed 

is depressurized allowing nitrogen to be loosen out of the system and released to the 

atmosphere. 

Stage- 4- The process starts over. Again compressed air is fed into the first bed. The second bed 

is relaxed by releasing nitrogen and oxygen to the atmosphere. The process is repeated 

continuously producing  a constant flow of purify oxygen[14]. 
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Figure-4[14] Stage – 1 

 

 

 

Figure-5[14] stage – 2 
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Figure-6[14] Stage – 3 

 

Figure-7[14] Stage – 4 
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Oxygen production using 13X zeolite by using PSA process has noticeably increased in the past 

decades. But the concentration of the products is limited to 95% oxygen due to presence of 

argon in air. Because the adsorbent present has the similar adsorption capacities for oxygen and 

argon. Actually in PSA cycle desorption take place at a pressure much lower than adsorption[15]. 

There are many application observed for PSA unit such as producing oxygen for medical use. In 

1975 this unit was started to use in a wide range for treating patient with respiratory illness. This 

provide  2-4 L/min of 85-95% oxygen. In this year Ruder and Isles also patented a PSA unit for 

producing enriched air(use onboard jet aircraft)  (U.S. Patent 3,922,149). Just one year latter an 

electric powered compact PSA apparatus (DE Patent 2,559,120) was described by Armond. He 

use zeolite molecular sieve to generate breathing air for medical use. In 1984, Kratz and Sircar 

patented a medical oxygen generator for domiciliary use (U.S.Patent 4,477,265). This process 

generated 90% of oxygen[16]. 

In this work, nitrogen adsorption process using 13X zeolite as a molecular sieve is simulated. So 

the process is dynamic[4]. 

 

 

 

 

Method of pressure swing adsorption 

Equilibrium adsorption 

Air mainly contains three components, nitrogen, oxygen and argon. In between 1916 to 1918, 

Langmuir proposed the theoretical basis of adsorption which is based on kinetic theory of 

gases[17]. This phenomena explain the type 1 adsorption curve(HKC). Multicomponent adsorption 

equlibria theory (competition between the different molecules on the adsorbent) is required for 

designing purposes. 

   
    

  ∑     
 
   

   ( Equation 1) 

Fractional loading contributed by θi and i. 

bi  and bj  are the rate constants of adsorption to that for desorption for component I and 

component j respectively. Pi – Partial pressure of component I, Pj – Partial pressure of 

component j. N is the number of species. 
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Equation 1 gives the adsorbed amount of species i on the adsorbent in the multi component 

system.    The selectivity describes how one species is selective to bind to the adsorbent over 

another species. The selectivity of a species i in relation to species j is given as  

     
  

  
   (Equation 2) 

A transport phenomena is observed to study how each species is adsorbed in the adsorbent bed. 

Material balance equations are used to determine these parameters. 

 

 

   

Air component through adsorbent bed[1]. 

Material balances are performed for the components in each section of the adsorbent bed. 

Nitrogen : FN2
0Δt = ΔL1ANN2

1 = v1ANN2
1        (Equation 3) 

Oxygen: FO2
1 = FO2

0 + (NO2
2 – NO2

1 )Av1              (Equation 4) 

Argon: FAr
1 = FAr

0 + (NAr
2  - NAr

1 )Av1                 (Equation 5) 

             FAr
2  = 0 = FAr

1 + NAr
2 Av2                      (Equation 6 ) 

Here, F stands for volumetric flowrate,  Δt is the cycle time, ΔL is the length of the bed, A is the 

area, N is the loading and v is the front velocity. 

The velocity of the argon front must be greater than nitrogen front. 

  

  
  

   
 

   
      

     
   

   
         (Equation 7) 

Nitrogen molecule has strong electrostatic interaction with 13X zeolite than do oxygen and 

argon molecules. The front moves with nitrogen front’s velocity as a function of the adsorption 

and desorption of the molecules on the adsorbent sites. So nitrogen has a slower rate of 

desorption than oxygen and argon. So the velocity front of argon to nitrogen is greater than 

one[1]. 
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To get greater flexibility Langmuir–Freundlich equation is used which is 

       
          

                (Equation 8)[21] 

 

Details of PSA Columns and Adsorbent 

Table-2[13] 

 

Discussion of the experimental work for two column 4 step and 

6 step PSA operation. 

Two column: 4 step and 6 step PSA operation  .                                                                                         

 Pressurizing time tprs= 10 s 

 Depressurizing time tdeprs= 10 s 

 Equalization time teq= 20 s 

The operating parameters considered in the present work with their ranges are as follows;                                                                         

Adsorption time tads= 10, 20, and 30 s ,Adsorption pressure PH= 2, 3, and 4 bar , Purge flow rate 

Qpurg= 1, 1.5, 2, 3, 4, 5, and 6 L/min[13]. 

 

Adsorbers

Column Length L 0.7 m

Column diamete D 50 mm

Adsorbent Type 13X zeolite

Shape Sphere

Particle diameter dp 1.7-2.6 mm

Particle density ρp 1070 kg/m3

Bulk density ρB 670 kg/m
3

Bed porosity ε 0.4

Adsorbent weight w 0.75 kg

Adsorbent bed length LB 0.57 m

Langmuir isotherm parameters qsO2 3.091 mol/kg

Oxygen bO2 0.0367 bar-1

Adsorption heat of O2 ΔHO2 12.8 kj/mole

Nitrogen qsN2 3.091 mol/kg

bN2 0.1006 bar
-1

Adsorption heat of N2 ΔHN2 17 kj/mole
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Two Column Adsorption: 

The PSA system preparation shown in figure using vacuum and O2 pressurizing and purging to 

ensure the zeolite activity[13]. 

Figure- 8 shows that the effect of adsorption  on oxygen purity. Figure -9 shows that no 

noticeably change occurred between the pressure ratios 2 and 4 bar. This result is in agreement 

with that performed by Jee et al. (2001) for high purge to feed ratio, Yuwen et al.(2005). Jain et 

al (2003) stated that for constant selectivity systems, performance increases with increasing 

pressure according to adsorption equilibrium isotherm. 

In figure- 10 it can be seen that breakthrough occurs at high adsorption time. Adsorption Step 

duration is needed for needed for breakthrough to occur[13]. 

 

 

Figure – 8  Pressure swing cycle[13]. 
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Product Oxygen Cycle for 4- step cycle 

 

   

Figure - 9  The effect of the adsorption pressure (pH) on product oxygen purity for 2-column, 4-

step operation[13]. 

 

 

 

Figure - 10  Effect of the adsorption time (tads) on product oxygen purity for 2-column, 4-step 

cycle , (Qpurg=2 l/min)[13]. 
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Figure -11   8 Effect of adsorption time (tads) onproduct oxygen purity, for 4-step cycle, by 

adjusting the purge flowrate (Qpurg)
[13]. 

 

 

 

Figure- 12  9 Effect of the dimensionless adsorption time  on product oxygen purity for 2-column, 

4-step operation[13]. 
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Figure- 13  The effect of the Purge Flow rate (Qpurg) on product oxygen purity, for 2-column, 4-

step cycle[13]. 

From this Figure- 13  it is revealed that the nitrogen wave front is breakthrough. The maximum 

product oxygen is 70% pure because of both the effect of purge flowrate(Qpurg) and the 

adsorption time(tads). 

 

 

Figure-14  The effect of the adsorption times (tads) on specific product Flowrate (Qpurg/w) at 

maximum product oxygen purity[13]. 
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Product Oxygen Purity for 6- step cycle: 

 

 

Figure -15 The effect of the purge flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, 

with air feed initial pressurizing[13] 

 

 Figure -16  The effect of the purge 

flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, with O2 initial pressurizing[13]. 
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Figure-16 shows that, with increasing purge flowrate above 1.5 lit/min , product purity decreases 

to that breakthrough point forming high effluent from the column[13]. 

 

Figure -17  Effect of the dimensionless adsorption time (tads) on product oxygen purity for 2-

column, 6-step cycle[13]. 

 

Figure -18   Effect of the 

dimensionless purge time (Qpurg) on product oxygen purity for 2-column, 6-step cycle[13] 
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  Figure– 19[20] 
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Consideration for Mathematical Model for Dynamic modeling of 

N2 adsorption on 13X bed.:- 

To develop a mathematical model for adsorption bed, the following assumptions must be 

considered. 

 Gas behaves as an ideal gas. 

 The flow pattern is axially assumed as plug-flow model. 

 Equilibrium equations for air are expressed as triple Langmuir-Freundlich isotherm 

(oxygen, nitrogen and argon); 

 Mass transfer rate is presented by linear driving force (LDF) relations; 

 At initial state  bed is clean and there is no gas flow in it; 

 Air is considered a mixture of oxygen and argon (21 %) and nitrogen (79 %) as feed[4]. 

A four bed pressure swing adsorption for oxygen separation from air was proposed by Zahra 

et al(2008)[5]. Recently in 2017 Kakavandi et al proposed a dynamic modeling  of nitrogen 

adsorption on 13X zeolite using two bed. 

 

 

Result and discussion : 

The fourth order Runge-Kutta Gill method was used to solve the mathematical model. An 

experimental and simulation observation of the PSA unit running with a traditional Skarstrom 

cycle and a Skarstrom cycle with concurrent equalization in an attempt to separate oxygen from 

air using a 5A zeolite has been proposed by  Mendes et al. Moreover, a small-scale two-bed six-

step PSA process using zeolite 13X was performed by Jee et al. 

Figures 20 and 21 indicate the effect of product flow rate and P/F on the purity and recovery of 

oxygen during PSA process, respectively[3]. 
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Figure -20[3] 

 

Figure-21[3] 

 

Break through curves for nitrogen and oxygen on zeolite 13X is shown in the following Figure. 

The term “break through time” is developed by the response of initially clean bed per a flow with 
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constant composition. In Figure – 22 it is shown that oxygen exists from the top of the 13X 

zeolite earlier than nitrogen at about approximately 230 seconds.  

Figure -22[3] 

(The simulated breakthrough curves of zeolite 13X for oxygen and nitrogen at adsorption 

pressure of 6 bar and feed flow rate of 5 LSTP/min. The adsorption bed was initially saturated 

with a non-adsorptive gas.) 

With passing of time High roll-up phenomena is observed in case of oxygen. Because of this 

phenomena oxygen concentration is 4.5 times greater than feed concentration during the time 

of 400-500 seconds. Oxygen is affected by this phenomena because nitrogen adsorption on 13X 

zeolite is much more than that of oxygen. So oxygen concentration is relatively increased rather 

than feed concentration. Nitrogen breakthrough occurs at the time of 550 seconds and from this 

time oxygen concentration is starting to be reduced. In Figure- 22, it is clearly said that High roll-

up phenomena in the case of nitrogen because of its strong adsorption on zeolite 13X. In PSA 

cycle adsorption and desorption process depends on pressure increasing and decreasing[18]. 

Figure - 23 says that nitrogen concentration on zeolite 13X with respect to different adsorption 

pressures and time. With increasing pressure adsorption rate, of nitrogen increases. Figure- 24 
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says oxygen concentration along the bed length of the adsorbent (13X zeolite) in different times. 

The slope of oxygen concentration curve is fast. The desorption curve of zeolite 13X is depicted 

in Figure 25. The assumption is that a pure inter gas is utilized for cleaning the bed in order to 

simulate desorption over the beds[3]. 

Figure -23  The outlet mole 

fraction of nitrogen form zeolite 13X at different adsorption pressures and feed flow rate of 

4LSTP/min. The adsorption bed was initially saturated with a non-adsorptive gas[3]. 

 

Figure – 24  Distribution of oxygen 

concentration along the length of zeolite 13X during adsorption process in different times. 

Thefeedflowrate is 5LSTP/min and the adsorption pressure is 6 bar[3]. 
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Figure – 25  The outlet 

simulated concentration of gas phase from zeolite 13X during desorption at pressure of 0.1bar. 

The desorption bed was completely clean in the initial state[3]. 

  

 

Conclusion:- 

It has been discussed that how the PSA process using 13X zeolite is effective to produce pure 

oxygen. Using this technology hospitals and nursing home  can manage their oxygen deficiency. 

zeolite 13X is used in a wide range because it has outstanding  nitrogen to oxygen adsorption 

selectivity and it is easily available in India. In this covid- 19 pandemic situation , this type of 

process for producing oxygen is really helpful. As evidenced  by the discussion , there are 

numerous ways to operate the PSA process. The effect of adsorption pressure was also shown 

and it was clear that higher adsorption pressure will lower the recovery of the cycle. PSA method 

can produce almost 90% pure oxygen. 

Future Scope:-  

Within the scope of the study , the effects of improvements on the pores, surface area increase 

the improvement of the process[23]. One major area of study that would be useful would be to 

optimizing cycles utilizing  product pressurization instead of an equalization step and to get a 

fruitful result the effects of dead volume would need to be minimized by getting larger column . 

Additionally , more work is needed to find kinetic limit of the 13X zeolite in order to find what 

the maximum feed gas velocity is. Besides this future work could conclude  a more in depth look  

at changing the adsorption pressure including operating the cycle as a pure PSA cycle[24].  

 



22 
 

 

REFERENCES: 

1. Ashcraft,B.,and Swenton,J.(2007). Oxygen Production with Silver Zeolites and Pressure 

Swing Adsorption: Portable and Hospital Oxygen Concentrator Unit Designs with 

Economic Analysis. chemical, biological and materials engineering, pp. 1-100. 

2. Davidescu,A.A., Apostu,S.A., and Mandruleanu,C.S.(2021). Shedding Light on the Main 

Characteristics and Perspectives of Romanian Medicinal Oxygen Market. Healthcare, 

9,155,2-26.  https://doi.org/10.3390/healthcare9020155 

3. Kakavandi et al(2017). Dynamic modeling of nitrogen adsorption on zeolite 13x bed. Fluid  

Mechanics Research International Journal,1(1), 20-24. 

4. Kakavandi,I.A., & Shokroo,E.J.(2016). Dynamic Survey of Nitrogen Adsorption on Zeolite 

13X Bed. 3rd INTERNATIONAL CONFERENCE ON SCIENCE AND ENGINEERING 

5. Zahra,M., Jafar,T., andMasoud,M.(2008). Study of a Four-Bed Pressure Swing Adsorption 

for Oxygen Separation from Air. International Journal of Chemical, Molecular, Nuclear, 

Materials and Metallurgical Engineering, 2(11). 

6. Pan,M., Omar,H.M.,& Rohani,S.(2017). Application of Nanosize Zeolite Molecular Sieves 

for Medical Oxygen Concentration. Nanomaterials,7,195,1-19. doi:10.3390/nano708019 

7. 13X Molecular Sieve – Sorbead India. https//www.sorbeadindia.com 

8. J, Mater.Chem,(2006). Novel porous materials for emerging applications. Journal of 

Materials Chemistry, 16, 623-625. DOI: 10.1039/B600327N 

9. Kamarudin et al. (1998). ZEOLITE AS NATURAL GAS ADSORBENTS. 

10. Mukherjee,N.(2021). PSA Oxygen: Conversion of N2 to O2 concentrator by Zeolite 

molecular sieve. 

11. Prakash,M.(2021).India’s Oxygen emergency is more logistical.http://theprint.in 

12. Ganley,J.C.(2018). PRESSURE SWING ADSORPTION IN THE UNIT OPERATIONS 

13. Rahman,Z.A., Ali,A.J.,and Auob,H.S.(2010). A STUDY OF OXYGEN SEPARATION FROM AIR 

BY PRESSURE SWING ADSORPTION (PSA). ACADEMIA, 203-214. 

14. Hamed,H.H.(2015). Oxygen and Nitrogen Separation from Air Using Zeolite Type 5A. Al-

Qadisiyah Journal For Engineering Sciences, 8(2), 147-158. 

15. Santos et al(2007). High-Purity Oxygen Production by Pressure Swing Adsorption. Ind. 

Eng. Chem. Res, 46, 591-599. 

16. Santos,J.C., Portugal,A.F., Magalhaes,F.D., & Mendes ,A.(2006). Optimization of Medical 

PSA Units for Oxygen Production. Ind. Eng. Chem. Res, 45, 1085-1096. 

17. Zabielska,K., Aleksandrzak, T., &  Gabrus, E. (2018). ADSORPTION EQUILIBRIUM OF 

CARBON DIOXIDE ON ZEOLITE 13X AT HIGH PRESSURES. Chemical and Process 

Engineering, 39 (3), 309–321. DOI: 10.24425/122952 

18. Shokroo,E.J., Farniaei,M., and Beghbani,M.(2019). Simulation Study of Pressure Swing 

Adsorption to Purify Helium Using Zeolite 13X. Applied Chemical Engineering,2, 1-8. 

19. Magee,H.M. Nitrogen Gas Adsorption in Zeolites 13X and 5A. pp. 1-13. 



23 
 

20. Pressure Swing adsorption- Wikipedia. http://en.m.wikipedia.org 

21. Zabielska,K., Aleksandrzak, T., &  Gabrus, E. (2018). ADSORPTION EQUILIBRIUM OF 

CARBON DIOXIDE ON ZEOLITE 13X AT HIGH PRESSURES. Chemical and Process 

Engineering, 39 (3), 309–321. DOI: 10.24425/122952 

22. Physical Chemistry (Volume-3) written by Hrishikesh Chatterjee. 

23. Hazar,H., Tekdogan, R., and Sevinc, H. (2021). Investigating the effects of oxygen 

enrichment with modified zeolites on the performance and emissions of a diesel engine 

through experimental and ANN approach. Fuel,303,121318. 

24. Moran, A.A. (2014). A PSA PROCESS FOR AN OXYGEN CONCENTRATOR. MSL, ACADEMIC 

ENDEAVORS, ETD Archive. 

 

Another sources which helped me to complete the review work. 

 Bryan et al (2014). Development of mixed matrix membranes containing zeolites for post-

combustion carbon capture. Energy Procedia, 63, 160-166. 

 Karimi,A., Emrani,P., and Haghayegh,M.(2017). Experimental Verification of Dynamic 

Modelling of Nitrogen Adsorption on Zeolite 13X with VSA Process. Science and 

Technology, 7(1), 25-34. DOI: 10.5923/j.scit.20170701.03 

 Shokroo et al (2015). Comparative study of zeolite 5A and zeolite 13X in air separation by 

pressure swing adsorption. Korean J. Chem. Eng.,33(4), 1391-1401. DOI: 10.1007/s11814-

015-0232-6 

 Khazraei,S., Soleimani,M., and Kargari,A.(2014). Investigation of Different Kinetic models 

of O2 and N2 adsorption on 13X Zeolite. The 8th International Chemical Engineering 

Congress & Exhibition, 1-5. 

 Beaman,J.(1989). OXYGEN STORAGE ON ZEOLITES. USAFSAM-TR-88-26. 

 Cavenati,S.(2004). Adsorption Equilibrium of Methane, Carbon Dioxide, and Nitrogen on 

Zeolite 13X at High Pressures. Journal of Chemical & Engineering Data, 49, 1095-1101. 

 Bezerra et al (2011). Adsorption of CO2 on nitrogen-enriched activated carbon and 

zeolite 13X. Adsorption,17, 235-246. DOI 10.1007/s10450-011-9320-z 

 Chatti et al (2009). Amine loaded zeolites for carbon dioxide capture: Amine loading and 

adsorption studies. The Official Journal of the International Zeolite Association, 121, 84-

89. 

 Gizicki,W., and Banaszkiewicz,T.(2020).  Performance Optimization of the Low-Capacity 

Adsorption Oxygen Generator. Appl. Sci, 7495, 1-11. doi:10.3390/app10217495 

 Dantas et al(2011). Carbon dioxide–nitrogen separation through pressure swing 

adsorption. Chemical Engineering Journal,172, 698-704. 

 Akulinin et al(2020). OPTIMIZATION AND ANALYSIS OF PRESSURE SWING ADSORPTION 

PROCESS FOR OXYGEN PRODUCTION FROM AIR UNDER UNCERTAINTY. Chem. Ind. Chem. 

Eng. Q , 26(1), 89-104. 



24 
 

 Montanari et al(2011). CO2 separation and landfill biogas upgrading: A comparison of 4A 

and 13X zeolite adsorbents. Energy, 36, 314-319. 

 Mofarahi,M.,and Shokroo, E.J.(2013). COMPARISON OF TWO PRESSURE SWING 

ADSORPTION PROCESSES FOR AIR SEPARATION USING ZEOLITE 5A AND ZEOLITE 13X. 

Petroleum & Coal, 55(3), 216-225. 

 Shokroo,E.J., Farniaei,M., and Beghbani,M.(2019). Simulation Study of Pressure Swing 

Adsorption to Purify Helium Using Zeolite 13X. Applied Chemical Engineering,2, 1-8. 

 Suraweera et al(2014). Hydrogen adsorption and diffusion in amorphous, metal-

decorated nanoporous silica. INTERNATIONAL JOURNAL OF HYDROJEN ENERGY. 39,9241-

9253 

 Santos,J.C., Portugal,A.F., Magalhaes,F.D., & Mendes ,A.(2004). Simulation and 

Optimization of Small Oxygen Pressure Swing Adsorption Units. Ind. Eng. Chem. Res., 43, 

8328-8338. 

 Zhu et al (2016). Study of a novel rapid vacuum pressure swing adsorption process with 

intermediate gas pressurization for producing oxygen. Adsorption, DOI 10.1007/s10450-

016-9843-4 

 Kroi,M.(2020). Natural vs. Synthetic Zeolites. Crystals, 10, 622, 1-8. 



 
 

TITLE OF REVIEW - Producing Oxygen using 13X zeolite by PSA 

method. 

NAME OF THE INSTITUTION – Scottish Church College 

C.U.  ROLL NO -   223/CEM/191026 

C.U.  REGISTRATION NO -   613-1221-0683-16 

SPECIAL PAPER :  CHEM- SO 44 

 

NAME OF CANDIDATE                                                                        NAME OF EXAMINER 

Sangita Ray    Dr. Sebanti Basu 

SIGNATURE OF CANDIDATE                                                     SIGNATURE OF EXAMINER 

            

 

 

 

 

 

 

 

 

 

 



 
 

ACKNOWLEDGEMENT: 

The review ‘Producing Oxygen using 13X zeolite by PSA method’ has provided me 

with an ample scope of learning through collaborative activities. I consider myself 

fortunate enough to work under Dr. Rama Ranjan Bhattacharjee whose guidance 

made my review work learning quite joyful. He has given important suggestions for 

the improvement of the review work. I am grateful to him. 

I am also very thankful to Dr. Sebanti Basu, Associate professor, Scottish Church 

College for her continuous support.  

I would like also to thank Dr. Sourav Chakrabarty, Assistant Professor, Scottish 

Church College for his precise suggestions which were very helpful to the 

accomplishment of the review work. 

And I am also grateful to my parents and my friends who have helped me to carry 

out the review. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

CONTENT: 

 

Introduction                                                                               1 

Reason behind choosing zeolite                                             1 

Why 13X zeolite                                                                         2 

Table – 1 (Properties of zeolite)                                                      3 

Adsorption phenomena                                                            4 

A short view of PSA process                                                     4-7 

Methods of pressure swing adsorption                                 7-9 

Table – 2 (Details of PSA Columns and Adsorbent)                             9 

Discussion of experimental work                                                             

(two columns 4 step and 6 step)                                                         9-15 

Animation picture of PSA method                                          16 

Consideration for Mathematical Model                                17 

Result and discussion                                                                         

(for Dynamic modeling of N2 adsorption on 13X bed)                            17-21                                                                

Conclusion                                                                                   21 

Future Scope                                                                               21 

References                                                                                   22-24 



1 
 

Introduction:- 

 One of the most important clinical gas used in health care center is oxygen. There are no 

modern hospitals and nursing home  which can manage without  oxygen. Pure oxygen is too 

much essential for the respiration of the patients during anesthesia and in the intensive care or 

neonatal units[1]. Now in this covid pandemic situation oxygen is really too much necessary for 

survival of covid +ve patients. The challenge is appeared by increasing  supply of medicinal 

oxygen with reducing cost[2]. In 1907, Linde built a first cryogenic distillation bed for air 

separation and this time oxygen was first produced[3]. Besides this in chemical industries oxygen 

is too much necessary for various processes like refinery industries, manufacturing metal etc. 

The most commonly adsorbent used in air separation for producing oxygen is zeolite 13X[4].Here 

desorption and adsorption process mainly occurs. There are many process exists for separation 

of air to produce purified oxygen. Among them pressure swing adsorption (PSA)  is very popular 

in the market because it is a safe process with reasonable energy and area requirements [1]. At 

first Skarstrom in 1958 proposed the simplest PSA process. Till now there are many process 

arises using different types of adsorbent for this purposes to purify oxygen. Farooq et al,(1989) 

used zeolite-5A for producing oxygen using PSA method by performing Sakrstrom cycle. In 1990 

Keny and Liow used 5A zeolite for air separation[5]. But zeolite 13X is used in a wide range 

because it has outstanding  nitrogen to oxygen adsorption selectivity. In recent time 13X zeolite 

is modified with Li+ exchange method which shows a higher nitrogen adsorption capacity at the 

active cation sites of the zeolite framework[6]. Besides this zeolite 13X has large mass transfer 

zone, so the adsorption rate is high. Nitrogen concentrations mainly drop in the outlet of the 

zeolite 13X at the time of about 125 seconds and the concentrations reaches zero after about 

180 seconds[3]. 

 

Reason behind choosing zeolite as a molecular sieve : 

Porous materials are those materials which contain void space. There are many types of porous 

materials such as rocks and soil, zeolites, biological tissues and artificial materials such as 

cements and ceramics etc. The characteristics of a porous material vary depending  on the size, 

arrangement and shape of the pores, as well as the porosity and composition of the material 

itself (porous materials latest research). According to the IUPAC, pores are classified into three 

categories, these are micropore – (pore sizes less than 2nm), mesopore (between2 and 50 nm) 

and macropore ( with pore size larger than 50 nm)[8]. For PSA method zeolite is chosen as 

adsorbent. Zeolite has microporous crystalline structures. Zeolite framework is an assemblage of 

SiO4 and AlO4 tetrahedral joined together by sharing oxygen atoms[9]. This type of microporous 

solid such as zeolite (aluminosilicate member) is known as molecular sieves. Zeolite molecular 

sieve contains very small pores of uniform size[10]. Zeolite adsorbent has the selectivity to adsorb  
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nitrogen compared to oxygen because of the interaction between electrostatic field of the 

cationic zeolite and the quadrouple moment of the nitrogen and oxygen. The quadrouple of 

oxygen is three times lesser than that of nitrogen. And this fact leads to a selective adsorption on 

to the zeolite surface[6].   

 

 

Why  13X zeolite: 

So zeolite adsorbs nitrogen like it sponge adsorbs water . Converting medical air to medical 

oxygen using 13X zeolite is very practical. However LiX material is a good adsorbent  for 

adsorption of nitrogen at ambient pressure and releases under vacuum. The operations are 

simpler and the system built will be simple and accomplished. But Lithium X can not be easily 

sourced in India. So the technology has to be based on more readily available 13X molecular 

sieve zeolite. Substitution of LiX by 13X change the operation from vacuum based to a pressure 

based (VPSA to PSA )[11]. There are three types of zeolite structure become dominant such as A,X 

and Y[1]. 13X zeolite is the sodium form of the type X crystal. It has pore diameter of 1nm . So it 

will adsorb molecules of A crystalline form that is 3 Angstrom,4 Angstrom and 5 Angstrom[7]. 

Zeolite 13X has the chemical formula Na86[(AlO2)86 (SiO2)106+• H2O having pore diameter less than 

10 Angstrom( 1nm). X crystalline foam has a larger pore size than other types . 

 

Figure-1  Schematics of zeolite particle structure[6]. 
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Table – 1 (Properties of zeolite)[19] 

Chemical name Na86*(AlO2)86(SiO2)106+•H2O 

Pore Diameter ~8Å 

Mesopore volume 0.165 cm3 /g 

Micropore volume 0.17 cm3 /g 

Langmuir surface area 571 m2 /g 

Mass of pellet sample 2.37 g 

Mass of crushed 
sample 

2.49 g 

 

Figure-2[19] 

Figure-3   

Adsorption of nitrogen in zeolite 13X pellet at 95K[19]. 
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Adsorption phenomena in PSA method: 

Adsorption is the phenomenon where molecules of one phase remain preferentially 

concentrated at the surface of another phase[22]. Generally, gas adsorption in zeolite are of two 

types named physisorption and chemisorption. But physisorption is more preferable method for 

gas separation and purification because of the fact that the adsorbent can be regenerated by 

heating or flushed to remove the adsorbed gas molecules attaching to the solid. This make the 

process more economical and profitable[9]. 

 

A short view of PSA process: 

Pressure swing adsorption is an industrial process which is generally used for the bulk separation 

of gas mixtures. It is a cyclic operation[12]. In 1960, Skarstrom patented the first PSA unit which 

was composed of two beds and using a zeolite[13]. 

Stage 1- Compressed air is passed into the first bed. Nitrogen molecules are trapped and oxygen 

molecules is allowed to flow through. 

Stage -2- At the time of saturation of the adsorbent in the first bed with nitrogen, the air flow 

feed is directed towards the second bed. 

Stage -3- Nitrogen was adsorbed by the adsorbent (13X zeolite) in the second bed. The first bed 

is depressurized allowing nitrogen to be loosen out of the system and released to the 

atmosphere. 

Stage- 4- The process starts over. Again compressed air is fed into the first bed. The second bed 

is relaxed by releasing nitrogen and oxygen to the atmosphere. The process is repeated 

continuously producing  a constant flow of purify oxygen[14]. 
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Figure-4[14] Stage – 1 

 

 

 

Figure-5[14] stage – 2 
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Figure-6[14] Stage – 3 

 

Figure-7[14] Stage – 4 
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Oxygen production using 13X zeolite by using PSA process has noticeably increased in the past 

decades. But the concentration of the products is limited to 95% oxygen due to presence of 

argon in air. Because the adsorbent present has the similar adsorption capacities for oxygen and 

argon. Actually in PSA cycle desorption take place at a pressure much lower than adsorption[15]. 

There are many application observed for PSA unit such as producing oxygen for medical use. In 

1975 this unit was started to use in a wide range for treating patient with respiratory illness. This 

provide  2-4 L/min of 85-95% oxygen. In this year Ruder and Isles also patented a PSA unit for 

producing enriched air(use onboard jet aircraft)  (U.S. Patent 3,922,149). Just one year latter an 

electric powered compact PSA apparatus (DE Patent 2,559,120) was described by Armond. He 

use zeolite molecular sieve to generate breathing air for medical use. In 1984, Kratz and Sircar 

patented a medical oxygen generator for domiciliary use (U.S.Patent 4,477,265). This process 

generated 90% of oxygen[16]. 

In this work, nitrogen adsorption process using 13X zeolite as a molecular sieve is simulated. So 

the process is dynamic[4]. 

 

 

 

 

Method of pressure swing adsorption 

Equilibrium adsorption 

Air mainly contains three components, nitrogen, oxygen and argon. In between 1916 to 1918, 

Langmuir proposed the theoretical basis of adsorption which is based on kinetic theory of 

gases[17]. This phenomena explain the type 1 adsorption curve(HKC). Multicomponent adsorption 

equlibria theory (competition between the different molecules on the adsorbent) is required for 

designing purposes. 

   
    

  ∑     
 
   

   ( Equation 1) 

Fractional loading contributed by θi and i. 

bi  and bj  are the rate constants of adsorption to that for desorption for component I and 

component j respectively. Pi – Partial pressure of component I, Pj – Partial pressure of 

component j. N is the number of species. 
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Equation 1 gives the adsorbed amount of species i on the adsorbent in the multi component 

system.    The selectivity describes how one species is selective to bind to the adsorbent over 

another species. The selectivity of a species i in relation to species j is given as  

     
  

  
   (Equation 2) 

A transport phenomena is observed to study how each species is adsorbed in the adsorbent bed. 

Material balance equations are used to determine these parameters. 

 

 

   

Air component through adsorbent bed[1]. 

Material balances are performed for the components in each section of the adsorbent bed. 

Nitrogen : FN2
0Δt = ΔL1ANN2

1 = v1ANN2
1        (Equation 3) 

Oxygen: FO2
1 = FO2

0 + (NO2
2 – NO2

1 )Av1              (Equation 4) 

Argon: FAr
1 = FAr

0 + (NAr
2  - NAr

1 )Av1                 (Equation 5) 

             FAr
2  = 0 = FAr

1 + NAr
2 Av2                      (Equation 6 ) 

Here, F stands for volumetric flowrate,  Δt is the cycle time, ΔL is the length of the bed, A is the 

area, N is the loading and v is the front velocity. 

The velocity of the argon front must be greater than nitrogen front. 

  

  
  

   
 

   
      

     
   

   
         (Equation 7) 

Nitrogen molecule has strong electrostatic interaction with 13X zeolite than do oxygen and 

argon molecules. The front moves with nitrogen front’s velocity as a function of the adsorption 

and desorption of the molecules on the adsorbent sites. So nitrogen has a slower rate of 

desorption than oxygen and argon. So the velocity front of argon to nitrogen is greater than 

one[1]. 
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To get greater flexibility Langmuir–Freundlich equation is used which is 

       
          

                (Equation 8)[21] 

 

Details of PSA Columns and Adsorbent 

Table-2[13] 

 

Discussion of the experimental work for two column 4 step and 

6 step PSA operation. 

Two column: 4 step and 6 step PSA operation  .                                                                                         

 Pressurizing time tprs= 10 s 

 Depressurizing time tdeprs= 10 s 

 Equalization time teq= 20 s 

The operating parameters considered in the present work with their ranges are as follows;                                                                         

Adsorption time tads= 10, 20, and 30 s ,Adsorption pressure PH= 2, 3, and 4 bar , Purge flow rate 

Qpurg= 1, 1.5, 2, 3, 4, 5, and 6 L/min[13]. 

 

Adsorbers

Column Length L 0.7 m

Column diamete D 50 mm

Adsorbent Type 13X zeolite

Shape Sphere

Particle diameter dp 1.7-2.6 mm

Particle density ρp 1070 kg/m3

Bulk density ρB 670 kg/m
3

Bed porosity ε 0.4

Adsorbent weight w 0.75 kg

Adsorbent bed length LB 0.57 m

Langmuir isotherm parameters qsO2 3.091 mol/kg

Oxygen bO2 0.0367 bar-1

Adsorption heat of O2 ΔHO2 12.8 kj/mole

Nitrogen qsN2 3.091 mol/kg

bN2 0.1006 bar
-1

Adsorption heat of N2 ΔHN2 17 kj/mole
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Two Column Adsorption: 

The PSA system preparation shown in figure using vacuum and O2 pressurizing and purging to 

ensure the zeolite activity[13]. 

Figure- 8 shows that the effect of adsorption  on oxygen purity. Figure -9 shows that no 

noticeably change occurred between the pressure ratios 2 and 4 bar. This result is in agreement 

with that performed by Jee et al. (2001) for high purge to feed ratio, Yuwen et al.(2005). Jain et 

al (2003) stated that for constant selectivity systems, performance increases with increasing 

pressure according to adsorption equilibrium isotherm. 

In figure- 10 it can be seen that breakthrough occurs at high adsorption time. Adsorption Step 

duration is needed for needed for breakthrough to occur[13]. 

 

 

Figure – 8  Pressure swing cycle[13]. 
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Product Oxygen Cycle for 4- step cycle 

 

   

Figure - 9  The effect of the adsorption pressure (pH) on product oxygen purity for 2-column, 4-

step operation[13]. 

 

 

 

Figure - 10  Effect of the adsorption time (tads) on product oxygen purity for 2-column, 4-step 

cycle , (Qpurg=2 l/min)[13]. 
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Figure -11   8 Effect of adsorption time (tads) onproduct oxygen purity, for 4-step cycle, by 

adjusting the purge flowrate (Qpurg)
[13]. 

 

 

 

Figure- 12  9 Effect of the dimensionless adsorption time  on product oxygen purity for 2-column, 

4-step operation[13]. 
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Figure- 13  The effect of the Purge Flow rate (Qpurg) on product oxygen purity, for 2-column, 4-

step cycle[13]. 

From this Figure- 13  it is revealed that the nitrogen wave front is breakthrough. The maximum 

product oxygen is 70% pure because of both the effect of purge flowrate(Qpurg) and the 

adsorption time(tads). 

 

 

Figure-14  The effect of the adsorption times (tads) on specific product Flowrate (Qpurg/w) at 

maximum product oxygen purity[13]. 
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Product Oxygen Purity for 6- step cycle: 

 

 

Figure -15 The effect of the purge flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, 

with air feed initial pressurizing[13] 

 

 Figure -16  The effect of the purge 

flowrate (Qpurg) on product oxygen purity for 6-Steps cycle, with O2 initial pressurizing[13]. 
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Figure-16 shows that, with increasing purge flowrate above 1.5 lit/min , product purity decreases 

to that breakthrough point forming high effluent from the column[13]. 

 

Figure -17  Effect of the dimensionless adsorption time (tads) on product oxygen purity for 2-

column, 6-step cycle[13]. 

 

Figure -18   Effect of the 

dimensionless purge time (Qpurg) on product oxygen purity for 2-column, 6-step cycle[13] 
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  Figure– 19[20] 
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Consideration for Mathematical Model for Dynamic modeling of 

N2 adsorption on 13X bed.:- 

To develop a mathematical model for adsorption bed, the following assumptions must be 

considered. 

 Gas behaves as an ideal gas. 

 The flow pattern is axially assumed as plug-flow model. 

 Equilibrium equations for air are expressed as triple Langmuir-Freundlich isotherm 

(oxygen, nitrogen and argon); 

 Mass transfer rate is presented by linear driving force (LDF) relations; 

 At initial state  bed is clean and there is no gas flow in it; 

 Air is considered a mixture of oxygen and argon (21 %) and nitrogen (79 %) as feed[4]. 

A four bed pressure swing adsorption for oxygen separation from air was proposed by Zahra 

et al(2008)[5]. Recently in 2017 Kakavandi et al proposed a dynamic modeling  of nitrogen 

adsorption on 13X zeolite using two bed. 

 

 

Result and discussion : 

The fourth order Runge-Kutta Gill method was used to solve the mathematical model. An 

experimental and simulation observation of the PSA unit running with a traditional Skarstrom 

cycle and a Skarstrom cycle with concurrent equalization in an attempt to separate oxygen from 

air using a 5A zeolite has been proposed by  Mendes et al. Moreover, a small-scale two-bed six-

step PSA process using zeolite 13X was performed by Jee et al. 

Figures 20 and 21 indicate the effect of product flow rate and P/F on the purity and recovery of 

oxygen during PSA process, respectively[3]. 
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Figure -20[3] 

 

Figure-21[3] 

 

Break through curves for nitrogen and oxygen on zeolite 13X is shown in the following Figure. 

The term “break through time” is developed by the response of initially clean bed per a flow with 
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constant composition. In Figure – 22 it is shown that oxygen exists from the top of the 13X 

zeolite earlier than nitrogen at about approximately 230 seconds.  

Figure -22[3] 

(The simulated breakthrough curves of zeolite 13X for oxygen and nitrogen at adsorption 

pressure of 6 bar and feed flow rate of 5 LSTP/min. The adsorption bed was initially saturated 

with a non-adsorptive gas.) 

With passing of time High roll-up phenomena is observed in case of oxygen. Because of this 

phenomena oxygen concentration is 4.5 times greater than feed concentration during the time 

of 400-500 seconds. Oxygen is affected by this phenomena because nitrogen adsorption on 13X 

zeolite is much more than that of oxygen. So oxygen concentration is relatively increased rather 

than feed concentration. Nitrogen breakthrough occurs at the time of 550 seconds and from this 

time oxygen concentration is starting to be reduced. In Figure- 22, it is clearly said that High roll-

up phenomena in the case of nitrogen because of its strong adsorption on zeolite 13X. In PSA 

cycle adsorption and desorption process depends on pressure increasing and decreasing[18]. 

Figure - 23 says that nitrogen concentration on zeolite 13X with respect to different adsorption 

pressures and time. With increasing pressure adsorption rate, of nitrogen increases. Figure- 24 
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says oxygen concentration along the bed length of the adsorbent (13X zeolite) in different times. 

The slope of oxygen concentration curve is fast. The desorption curve of zeolite 13X is depicted 

in Figure 25. The assumption is that a pure inter gas is utilized for cleaning the bed in order to 

simulate desorption over the beds[3]. 

Figure -23  The outlet mole 

fraction of nitrogen form zeolite 13X at different adsorption pressures and feed flow rate of 

4LSTP/min. The adsorption bed was initially saturated with a non-adsorptive gas[3]. 

 

Figure – 24  Distribution of oxygen 

concentration along the length of zeolite 13X during adsorption process in different times. 

Thefeedflowrate is 5LSTP/min and the adsorption pressure is 6 bar[3]. 
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Figure – 25  The outlet 

simulated concentration of gas phase from zeolite 13X during desorption at pressure of 0.1bar. 

The desorption bed was completely clean in the initial state[3]. 

  

 

Conclusion:- 

It has been discussed that how the PSA process using 13X zeolite is effective to produce pure 

oxygen. Using this technology hospitals and nursing home  can manage their oxygen deficiency. 

zeolite 13X is used in a wide range because it has outstanding  nitrogen to oxygen adsorption 

selectivity and it is easily available in India. In this covid- 19 pandemic situation , this type of 

process for producing oxygen is really helpful. As evidenced  by the discussion , there are 

numerous ways to operate the PSA process. The effect of adsorption pressure was also shown 

and it was clear that higher adsorption pressure will lower the recovery of the cycle. PSA method 

can produce almost 90% pure oxygen. 

Future Scope:-  

Within the scope of the study , the effects of improvements on the pores, surface area increase 

the improvement of the process[23]. One major area of study that would be useful would be to 

optimizing cycles utilizing  product pressurization instead of an equalization step and to get a 

fruitful result the effects of dead volume would need to be minimized by getting larger column . 

Additionally , more work is needed to find kinetic limit of the 13X zeolite in order to find what 

the maximum feed gas velocity is. Besides this future work could conclude  a more in depth look  

at changing the adsorption pressure including operating the cycle as a pure PSA cycle[24].  
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Abstract 

The review article focuses on the drug-DNA interactions and their types. DNA has been known 

to be the cellular target for many cytotoxic anticancer agents for several decades. 

Understanding how drug molecules interact with DNA has become a crucial and active area of 

research at the interface between chemistry, molecular biology and medicine. This field 

promises a better understanding of intracellular processes like replication, transcription and 

translation. While proteins help to control these processes by binding to DNA (sequence 

specific binding), certain small molecules (sequence non-specific binding) hinder these 

processes, thereby rendering them the potential to be anticancer drugs. This review article 

summarizes the importance of DNA-small molecule binding in anticancer drug design. 
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1. Introduction 

Cancer still remains one of the most feared diseases in the modern world. According to the 

World Health Organisation, it affected one person in three and caused a quarter of all deaths 

in the developed world during the year 2000. Cancer cells are formed when normal cells lose 

the normal regulatory mechanisms that control growth and multiplication. Any error during 

the sequence of DNA replication may interrupt the genetic code. If left unrepaired, an 

incorrect transmission of genetic information by DNA in replication may lead to a mutation. 

Such mutations are also caused upon exposure to light, radiation, viruses, transposons and 

mutagenic chemicals. Some mutations may lead to uncontrolled replication. In most DNA 

sequences, our body knows when replication should be controlled, but when mutations occur, 

the body is overridden, and replication does not stop. During the process of cell division if 

uncontrolled replication of the mutated DNA occurs, the daughter cell may acquire some 

genetic mutation that would alter the cell division control mechanisms of that cell. This 

altered cell no longer listens to the control signals for cell division and may continue to divide 

and multiply. The cells replicate so rapidly and continuously that they will have a very high 

error rate in DNA replication. The population of oncogenic cells is highly varied and some 

are able to avoid normal tumor necrosis factors and T cell mediated destruction. This 

differential survival from a varied population of replicating cells makes for a rapid evolution, 

resulting in a tumor with abnormal numbers of chromosomes, an over expression of 

telomerase to resist cell death, and a lack of response to normal growth regulating factors. 

The cells then continue to replicate without recognition of normal tissue cell-to-cell 

boundaries so they become invasive. This uncontrolled cell division and growth ultimately 

results in malignant tumors, and cancer.  

A major problem in treating cancer is the fact that it is not a single disease. In an effort to 

fight this uncontrolled growth of cells, chemists have been trying to find molecules to arrest 
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formation of the malignant tumors. These molecules are known as antitumor antibiotics. 

There are various approaches towards anti-cancer chemotherapy based on the nature of the 

drug and the drug-targets (Figure 1).  

The following classifications for the mode of action of an anti-cancer drug can be considered: 

(a) According to chemical structure and resource of the drug:  

Alkylating Agents; Antimetabolite; Antibiotics; Plant Extracts; Hormones 

(b) According to biochemistry mechanisms of anticancer action:  

i) Block nucleic acid biosynthesis (antimetabolites); ii) Direct influence the structure and 

function of DNA (Intercalating agents, alkylating agents, chain cutters - Antibiotics, 

topoisomerase inhibitors); iii) Interfere transcription and block RNA synthesis (Intercalator, 

groove-binders); iv) Interfere protein synthesis and function (Antitubulin, harringtonines, 

L-asparaginase); v) Influence hormone homeostasis (Estrogens and estrogen antagonistic 

drug, Androgens and androgen antagonistic drug, Progestogen drug, Glucocorticoid drug, 

gonadotropin-releasing hormone inhibitor: leuprolide, goserelin, aromatase inhibitor: 

aminoglutethimide, anastrazole)   

(c) According to the cycle or phase specificity of the drug  

i) Cell cycle nonspecific agents (CCNSA) (drugs that are active throughout the cell cycle): 

Alkylating Agents, Platinum Compounds, Antibiotics  

ii) Cell cycle specific agents (CCSA) (drugs that act during a specific phase of the cell cycle) 

a) S Phase Specific Drug: Antimetabolites, Topoisomerase Inhibitors 

b) M Phase Specific Drug: Vinca Alkaloids, Taxanes  

c) G2 Phase Specific Drug: Bleomycin  
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. 

 

Figure 1. Variable drug-targets in anti-cancer chemotherapy 

 

2. A brief discussion on the physico-chemical properties of 

DNA. 

DNA (Deoxyribonucleic acid) is a polymer of phosphate containing pentose sugar 

(deoxyribose) attached to nucleobases, i.e. purines and pyrimidines, which are also known as 

nucleotides. Nucleotides are phosphates of base containing pentose sugar units known as 

nucleosides. The purines and pyrimidines are known as nucleobases. 
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Figure 2. The four nucleobases found in DNA.  

The two purine bases – Adenine (A) and Guanine (G) – and the two pyrimidine bases- 

Cytosine (C) and Thymine (T) – are linked by bonds joining the 5’ phosphate group of one 

nucleotide to a 3’-hydroxyl group on the sugar the adjacent nucleotide to form 

3′,5′-phosphodiester linkages. The phosphodiester bonds are stable because they are 

negatively charged, thereby repelling nucleophilic attack (Todd).  

 

Figure 3. The Nucleosides of DNA 

For any duplex DNA molecule, the ratios of A/T and G/C are always equal to one regardless 

of the base composition of the DNA. The number of adenines and thymines relative to the 
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number of guanines and cytosines is characteristic of a given species but varies from species 

to species (in humans, for example, 60.4% of DNA is composed of adenine and thymine 

bases) (Chargaff).  

The bases are stacked upon each other at a distance of 3.4 Å (as described by Astbury in 

1938). The nucleotide bases were linked by hydrogen bonding (Figure 4) (Gulland, 1947). 

DNA is a helical molecule that is able to adopt a variety of conformations (Figure 5) 

(Wilkins and Franklin).  

Two strands of DNA are intertwined into a helical duplex, which is held together by specific 

hydrogen bonding (Figure 4) between base pairs of adenine with thymine and guanine with 

cytosine and these base pairs are stacked at 3.4 Å distance (Watson and Crick). Furthermore, 

right handed rotation between adjacent base pairs by about 36° produces a double helix with 

10 base pairs (bp) per turn.  

 

Figure 4. Nucleotides and their hydrogen bonding 
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The bases are located along the axis of the helix with sugar phosphate backbones winding in 

an antiparallel orientation along the periphery. The order (or sequence) of the nucleotides 

along the chain differs from one DNA molecule to another. The purine and pyrimidine bases 

are flat and tend to stack above each other approximately perpendicular to the helical axis; 

this base stacking is stabilized mainly by London dispersion forces and by hydrophobic 

effects.  

The two chains of the double helix are gripped together by hydrogen bonds between the bases. 

All the bases of the DNA are on the inside of the double helix, and the sugar phosphates are 

on the outside; therefore, the bases on one strand are close to those on the other. Because of 

this fit, specific base pairings between a large purine base (either A or G) on one chain and a 

smaller pyrimidine base (T or C) on the other chain are essential.  

 

Base pairing between two purines would occupy too much space to allow a regular helix, and 

base pairing between two pyrimidines would occupy too little space. In fact, hydrogen bonds 

between G and C or A and T are more effective than any other combination. Therefore, 



DNA-Small Molecule Binding: Importance in Anti-Cancer Drug Design 

 

[Type text] 11 
 

complementary base pairs form between guanines and cytosines or adenines and thymines 

only, resulting in a complementary relation between sequences of bases on the two 

polynucleotide strands of the double helix.  

 

Figure 6. Two complementary DNA sequences 

The two glycosidic bonds (Figure 3) that connect the base pair to its sugar rings are not 

directly opposite to each other, and, therefore, the two sugar-phosphate backbones of the 

double helix are not equally spaced along the helical axis. As a result, the grooves that are 

formed between the backbones are not of equal size; the larger groove is called the major 

groove and the smaller one is called the minor groove. One side of each base pair faces into 

the major groove, while the other side faces into the minor groove. 

There are evidences of 3 types of DNA: A, B and Z. The B form is the most stable structure 

for a random-sequence DNA molecule under physiological conditions and is therefore the 

standard point of reference in any study of the properties of DNA. 
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Figure 7. DNA double helix, illustrating some of its major structural features 

Differences between A, B and Z-DNA 

Helical Sense: A-DNA and B-DNA are right handed DNA helix whereas Z-DNA is 

left-handed. 

Diameter of helix: Diameter of A-DNA is about 26 Å, that of B-DNA is 20 Å and that of 

Z-DNA is 18 Å. 

Base Pairs per helical turn: A-DNA has 11 base pairs per helical turn, B-DNA has 10.5, 

Z-DNA has 12. 
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Helix rise per base pair: A-DNA has a helix rise per base pair of 2.6 Å, B-DNA has that of 

3.4 Å and Z-DNA has that of 3.7Å. 

Base tilt normal to the helix axis: The base tilt normal to the helix axis of A-DNA is 20°, that 

of B-DNA is 6° degrees and that of Z-DNA is 7°. 

Glycosyl bond conformation: It is ANTI for A-DNA and B-DNA and for Z-DNA, it is ANTI 

for Pyrimidines and SYN for Purines. 

 

3. DNA as a drug target  

There are many important drugs which target nucleic acids, especially in the areas of 

antibacterial and anticancer therapy. DNA is the presumed intracellular target of some of the 

more clinically important antitumor agents, including bleomycin, doxorubicin (adriamycin), 

cisplatin, actinomytin D, mitomycin and cyclophosphamide. In spite of the well accepted 

premise that DNA is the receptor for these drugs, definitive data that pin-point the exact 

mechanism of action for any DNA-reactive drug are as yet unavailable. For DNA to be a 

receptor in the strict pharmacological sense it must possess both cognitive and response 

characteristics. In addition to proteins, oligomeric single-stranded RNA and DNA molecules 

and low molecular weight ligands such as drugs and carcinogens bind to DNA with varying 

degrees of sequence selectivity. Binding of low molecular weight ligands to DNA can cause a 

wide variety of potent biological responses including inhibition of transcription and 

replication, as well as mutagenic and oncogenic effects. 

We shall first consider the drugs that interact with DNA. In general, we can group these 

under the following categories: 

• intercalating agents; 

• topoisomerase poisons (non-intercalating); 

• alkylating agents; 
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• chain cutters; 

• chain terminators. 

 It is likely that the interaction of the vast majority of sites on DNA that are recognized by 

low molecular weight ligands such as drugs do not lead to a measurable pharmacological 

response. According to receptor terminology, these are acceptor sites (i.e. cognition but no 

response). Conversely, those recognition sites on DNA that are linked to a response are 

receptor sites. The number of recognition sites on DNA decreases with increasing specified 

sequence length; for example, DNA target sites 10, 11 and 12 base pairs in length would be 

expected to occur approximately 2080, 1024 and 528 times in the human genome, 

respectively. However, a longer target sequence (15 or 16 base pairs) may only occur a few 

times or just once, and consequently a single ‘hit’ may seriously impair the ability of a cell to 

survive if this is a critical sequence. Potential receptor sites on DNA may be protected by 

histone molecules which are involved in higher orders of DNA structure, or proteins involved 

in control and expression of DNA functions such as transcription and replication. When DNA 

is modified by a low molecular weight ligand it potentially becomes a substrate for DNA 

repair processes. Furthermore, replication may be inhibited until the lesion on DNA is 

removed and repair is completed. 

A list of FDA approved anti-cancer drugs which act via binding to DNA are listed in Table 1. 

Table 1. Drugs acting via covalent and non-covalent interactions 

Groove Binding Agents DNA intercalators Covalent DNA-adducts 

Berenil 

Bisbenzimadoles 

Bleomycin 

Chloroquine 

Chromomycin A3 

Diamidine – 2 – phenylindole 

Distamycin A 

Guanyl Bisfuramidine 

Mithramycin 

Netamycin 

Netropsin 

Aminoacridines 

Arylaminoalcohols 

Coumarins 

Cystodytin J 

Diplamine 

YO and YOYO-1 

Daunomycin 

Quinolines and Quinoxalines 

Ethidium Bromide 

Proflavine 

Echinomycin 

Busulfan 

Camptothecin 

Chlorambucil 

Cis-platin 

Clomesome 

Cyclodisone 
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Pentamidine 

Pilcamycin 

SN 6999 

SN 7167 

Hoechst 33258 

Chlorpheniramine 

Methapyrilene 

Tamoxifen 

Bis-naphthalene 

Doxorubicin 

M-AMSA 

Indoles 

 

4. DNA - Small Molecule Interactions 

Binding of molecules to DNA is a crucial area of research, bridging chemistry and biology. 

This field promises a better understanding of intracellular processes like replication, 

transcription and translation. While proteins help control these processes by binding to DNA 

(sequence specific binding), certain small molecules (sequence non-specific binding) hinder 

these processes, thereby rendering them the potential to be anticancer drugs. 

There are modes by which a foreign molecule can interact with the helix of DNA. 

Interference with these interactions with these foreign molecules can disrupt the structure of 

DNA (shown in Figure 8).  

 

Figure 8. Modes of binding of molecules in DNA 
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Covalent Interaction of DNA with small molecules  

This is done by highly electrophilic compounds named alkylating agents. There are many 

nucleophilic groups in the DNA and in particular the 7-nitrogen of guanine. Drugs with two 

such alkylating groups could therefore react with a guanine on each chain and cross-link the 

strands such that they cannot unravel during replication or transcription. Since alkylating 

agents are very reactive, they will react with any good nucleophile and so they are not very 

selective in their action. They will alkylate proteins and other macromolecules as well as 

DNA. Nevertheless, alkylating drugs have been useful in the treatment of cancer. Tumor cells 

often divide more rapidly than normal cells and so disruption of DNA function will affect 

these cells more drastically than normal cells. 

 

Figure 9. DNA Alkylating agents 

One bright example of such compounds is mechloroethamine, which gets converted to 

aziridine ion, which then interacts with the DNA duplex. Alkylation then takes place.2 
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Figure 10. Alkylation of guanine by chloromethine 

Non-Covalent binding 

Groove Binding 

Groove binders are a class of molecules that bind in major and minor grooves of the duplex 

DNA and play an important role in drug binding. As the dimensions of the grooves are 

different, targeting them requires vastly dissimilar and different shaped molecules.  

Some small compounds bind to the minor groove of DNA by van der Walls interaction and 

hydrogen bonding. Minor groove binding drugs typically have several aromatic rings, such as 

pyrrole, furan or benzene connected by bonds possessing torsional freedom. Minor groove 

binding drugs are usually narrow curved shaped, which is isohelical to the curve of the minor 

groove, and facilitates binding by promoting van der Waals interactions. Additionally, these 

drugs can form hydrogen bonds to bases, typically to N3 of adenine and O2 of thymine.  

The groove-binding molecules are commonly specific to adenine–thymine (AT) rich 

sequences. This preference in addition to the designed propensity for the electronegative 

pockets of AT sequences is probably due to better van der Waals contacts between the ligand 

and groove walls in this region, since AT regions are narrower than GC groove regions and 

also because of the steric hindrance in the latter, presented by the C2 amino group of the 

guanine base. Hydrophobic and/or hydrogen bonding are usually important components of 

this binding process, and provide stabilization. The antibiotic netropsin is a model 

groove-binder. 
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Figure 11. Well Known Groove Binders 

Intercalation of small molecules in the DNA duplex 

There are several ways molecules (in this case also known as ligands) can interact with DNA. 

Ligands may interact with DNA by covalently binding, electrostatically, or intercalating. 

Intercalation, first described in 1961 by Lerman, is a non-covalent interaction where ligands 

of an appropriate size and chemical nature fit themselves in between base pairs of DNA. The 

ligand (molecule) is held rigidly perpendicular to the helix axis. This causes the base pairs to 

separate vertically, thereby distorting the sugar-phosphate backbone and decreasing the pitch 

of the helix. The phenomenon of intercalation involves the aromatic portion of a ligand 

positioning itself between base-pairs. The principal driving forces for intercalation are 

stacking and charge transfer interactions, but hydrogen bonding and electrostatic forces also 

play a role in stabilization. 

Intercalation increases the separation of adjacent base pairs and the resultant helix distortion 

is compensated by adjustments in the sugar-phosphate backbone and an unwinding of the 

duplex. Aromatic stacking interactions between the bases and the intercalating molecule are a 

major stabilizing feature of the complexes formed.11 Intercalation, apparently, is an 

energetically favorable process, because it occurs so readily. Presumably, the van der Waals 

forces that hold the intercalated molecules to the base pairs are stronger than those found 

between the stacked base pairs. Much of the binding energy is the result of the removal of the 
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drug molecule from the aqueous medium and a hydrophobic effect. Intercalators do not bind 

between every base pair. In general, intercalation does not disrupt the Watson–Crick 

hydrogen bonding, but it does destroy the regular helical structure, unwinds the DNA at the 

site of binding, and as a result of this, interferes with the action of DNA-binding enzymes 

such as DNA topoisomerases and DNA polymerases. Intercalation may not be the outright 

reason for DNA damage, but it does produce a conformational change (unwinding) in the 

double helix.  

The large size of the intercalation system can be reflected in two aspects. First, intercalator 

molecules usually have side chains of various sizes. To capture the binding properties, at least 

one intercalator and one DNA base pair have to be included in the calculation. Intercalator 

and DNA base pairs, as well as water molecules and the DNA backbone, can be included 

without introducing too much computational cost. Thermodynamic processes can be 

simulated by computational experiments, e.g., via molecular dynamics. To gain more reliable 

information for the DNA intercalation process, an efficient higher level computational 

technique is desirable. Thus, the planar aromatic moiety of many carcinogens may well play a 

role in early stages of DNA recognition and binding, and intercalation of aromatic amino acid 

residues into DNA can impart enhanced stability to protein-DNA interactions. Hydrogen 

bonding involving substituent groups attached to complex intercalating molecules frequently 

imparts sequence selectivity to the binding process. 

Anticancer activity and cytotoxicity of intercalative agents are associated with interference in 

at least some aspects of transcriptional, translational, and replicative processes, as well as 

with gross DNA damage and consequent inability to repair. Breakage of cellular DNA and 

interference with topoisomerase activity may well be a peculiar property of anticancer 

intercalating drugs. 
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Figure 12. The Popular Intercalating Agents 

 

Figure 13. The Lerman Intercalation Model, in schematic form. (A) Illustrates the double-stranded DNA helix; 

(B) shows DNA with bound-ligand molecules as shaded discs intercalated between base pairs, shown as 

unshaded discs. 
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The Rule of Neighbour Exclusion  

The rule of neighbour-exclusion states that the two sites directly neighbouring an occupied 

intercalation site must remain unoccupied or, in less absolute terms, intercalation is an 

anti-cooperative at adjacent sites. Figure 14 can make this rule quite clear. 

 

Figure 14. The Rule of Neighbour-Exclusion 

 

5. Therapeutic significance of DNA – Small Molecule 

Intercalation 

Intercalation occurs when ligands of an appropriate size and chemical nature fit themselves in 

between base pairs of DNA. These ligands are mostly polycyclic, aromatic, and planar, and 

therefore often make good nucleic acid stains. Intensively studied DNA intercalators include 

berberine, ethidium bromide, proflavine, daunomycin, doxorubicin, and thalidomide. DNA 
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intercalators are used in chemotherapeutic treatment to inhibit DNA replication in rapidly 

growing cancer cells. Examples include doxorubicin (adriamycin) and daunorubicin (both of 

which are used in treatment of Hodgkin's lymphoma), and dactinomycin (used in Wilm's 

tumour, Ewing's Sarcoma, rhabdomyosarcoma). 

 

6. Conclusion 

In this article we have discussed the different types of small organic molecules which target 

DNA and DNA-associated processes. But many of these when used as chemotherapeutic 

agents manifest one or more side effects. Therefore, there is always a challenge remaining with 

these designer DNA-binding molecules, to achieve maximum specific DNA-binding affinity, 

and cellular and nuclear transport activity without affecting the functions of the normal cells. 

For many of the newer targeted therapeutics that are under development for the treatment of 

cancer, it is however, expected that these new putative drugs will be used in combination with 

the more traditional drugs molecule such as cis-platin or doxorubicin. In combination with a 

DNA-interactive drug, the chemotherapeutic agent might exert considerably enhanced clinical 

efficacy as anticancer agents. The future challenge will be to ‘conjugate’ these agents 

appropriately on the basis of firm scientific principles. Combination of the other tools of 

genomics and proteomics might provide a new opportunity towards this end. 
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Abstract 

The review article focuses on the drug-DNA interactions and their types. DNA has been known 

to be the cellular target for many cytotoxic anticancer agents for several decades. 

Understanding how drug molecules interact with DNA has become a crucial and active area of 

research at the interface between chemistry, molecular biology and medicine. This field 

promises a better understanding of intracellular processes like replication, transcription and 

translation. While proteins help to control these processes by binding to DNA (sequence 

specific binding), certain small molecules (sequence non-specific binding) hinder these 

processes, thereby rendering them the potential to be anticancer drugs. This review article 

summarizes the importance of DNA-small molecule binding in anticancer drug design. 
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1. Introduction 

Cancer still remains one of the most feared diseases in the modern world. According to the 

World Health Organisation, it affected one person in three and caused a quarter of all deaths 

in the developed world during the year 2000. Cancer cells are formed when normal cells lose 

the normal regulatory mechanisms that control growth and multiplication. Any error during 

the sequence of DNA replication may interrupt the genetic code. If left unrepaired, an 

incorrect transmission of genetic information by DNA in replication may lead to a mutation. 

Such mutations are also caused upon exposure to light, radiation, viruses, transposons and 

mutagenic chemicals. Some mutations may lead to uncontrolled replication. In most DNA 

sequences, our body knows when replication should be controlled, but when mutations occur, 

the body is overridden, and replication does not stop. During the process of cell division if 

uncontrolled replication of the mutated DNA occurs, the daughter cell may acquire some 

genetic mutation that would alter the cell division control mechanisms of that cell. This 

altered cell no longer listens to the control signals for cell division and may continue to divide 

and multiply. The cells replicate so rapidly and continuously that they will have a very high 

error rate in DNA replication. The population of oncogenic cells is highly varied and some 

are able to avoid normal tumor necrosis factors and T cell mediated destruction. This 

differential survival from a varied population of replicating cells makes for a rapid evolution, 

resulting in a tumor with abnormal numbers of chromosomes, an over expression of 

telomerase to resist cell death, and a lack of response to normal growth regulating factors. 

The cells then continue to replicate without recognition of normal tissue cell-to-cell 

boundaries so they become invasive. This uncontrolled cell division and growth ultimately 

results in malignant tumors, and cancer.  

A major problem in treating cancer is the fact that it is not a single disease. In an effort to 

fight this uncontrolled growth of cells, chemists have been trying to find molecules to arrest 
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formation of the malignant tumors. These molecules are known as antitumor antibiotics. 

There are various approaches towards anti-cancer chemotherapy based on the nature of the 

drug and the drug-targets (Figure 1).  

The following classifications for the mode of action of an anti-cancer drug can be considered: 

(a) According to chemical structure and resource of the drug:  

Alkylating Agents; Antimetabolite; Antibiotics; Plant Extracts; Hormones 

(b) According to biochemistry mechanisms of anticancer action:  

i) Block nucleic acid biosynthesis (antimetabolites); ii) Direct influence the structure and 

function of DNA (Intercalating agents, alkylating agents, chain cutters - Antibiotics, 

topoisomerase inhibitors); iii) Interfere transcription and block RNA synthesis (Intercalator, 

groove-binders); iv) Interfere protein synthesis and function (Antitubulin, harringtonines, 

L-asparaginase); v) Influence hormone homeostasis (Estrogens and estrogen antagonistic 

drug, Androgens and androgen antagonistic drug, Progestogen drug, Glucocorticoid drug, 

gonadotropin-releasing hormone inhibitor: leuprolide, goserelin, aromatase inhibitor: 

aminoglutethimide, anastrazole)   

(c) According to the cycle or phase specificity of the drug  

i) Cell cycle nonspecific agents (CCNSA) (drugs that are active throughout the cell cycle): 

Alkylating Agents, Platinum Compounds, Antibiotics  

ii) Cell cycle specific agents (CCSA) (drugs that act during a specific phase of the cell cycle) 

a) S Phase Specific Drug: Antimetabolites, Topoisomerase Inhibitors 

b) M Phase Specific Drug: Vinca Alkaloids, Taxanes  

c) G2 Phase Specific Drug: Bleomycin  
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. 

 

Figure 1. Variable drug-targets in anti-cancer chemotherapy 

 

2. A brief discussion on the physico-chemical properties of 

DNA. 

DNA (Deoxyribonucleic acid) is a polymer of phosphate containing pentose sugar 

(deoxyribose) attached to nucleobases, i.e. purines and pyrimidines, which are also known as 

nucleotides. Nucleotides are phosphates of base containing pentose sugar units known as 

nucleosides. The purines and pyrimidines are known as nucleobases. 
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Figure 2. The four nucleobases found in DNA.  

The two purine bases – Adenine (A) and Guanine (G) – and the two pyrimidine bases- 

Cytosine (C) and Thymine (T) – are linked by bonds joining the 5’ phosphate group of one 

nucleotide to a 3’-hydroxyl group on the sugar the adjacent nucleotide to form 

3′,5′-phosphodiester linkages. The phosphodiester bonds are stable because they are 

negatively charged, thereby repelling nucleophilic attack (Todd).  

 

Figure 3. The Nucleosides of DNA 

For any duplex DNA molecule, the ratios of A/T and G/C are always equal to one regardless 

of the base composition of the DNA. The number of adenines and thymines relative to the 
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number of guanines and cytosines is characteristic of a given species but varies from species 

to species (in humans, for example, 60.4% of DNA is composed of adenine and thymine 

bases) (Chargaff).  

The bases are stacked upon each other at a distance of 3.4 Å (as described by Astbury in 

1938). The nucleotide bases were linked by hydrogen bonding (Figure 4) (Gulland, 1947). 

DNA is a helical molecule that is able to adopt a variety of conformations (Figure 5) 

(Wilkins and Franklin).  

Two strands of DNA are intertwined into a helical duplex, which is held together by specific 

hydrogen bonding (Figure 4) between base pairs of adenine with thymine and guanine with 

cytosine and these base pairs are stacked at 3.4 Å distance (Watson and Crick). Furthermore, 

right handed rotation between adjacent base pairs by about 36° produces a double helix with 

10 base pairs (bp) per turn.  

 

Figure 4. Nucleotides and their hydrogen bonding 
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The bases are located along the axis of the helix with sugar phosphate backbones winding in 

an antiparallel orientation along the periphery. The order (or sequence) of the nucleotides 

along the chain differs from one DNA molecule to another. The purine and pyrimidine bases 

are flat and tend to stack above each other approximately perpendicular to the helical axis; 

this base stacking is stabilized mainly by London dispersion forces and by hydrophobic 

effects.  

The two chains of the double helix are gripped together by hydrogen bonds between the bases. 

All the bases of the DNA are on the inside of the double helix, and the sugar phosphates are 

on the outside; therefore, the bases on one strand are close to those on the other. Because of 

this fit, specific base pairings between a large purine base (either A or G) on one chain and a 

smaller pyrimidine base (T or C) on the other chain are essential.  

 

Base pairing between two purines would occupy too much space to allow a regular helix, and 

base pairing between two pyrimidines would occupy too little space. In fact, hydrogen bonds 

between G and C or A and T are more effective than any other combination. Therefore, 
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complementary base pairs form between guanines and cytosines or adenines and thymines 

only, resulting in a complementary relation between sequences of bases on the two 

polynucleotide strands of the double helix.  

 

Figure 6. Two complementary DNA sequences 

The two glycosidic bonds (Figure 3) that connect the base pair to its sugar rings are not 

directly opposite to each other, and, therefore, the two sugar-phosphate backbones of the 

double helix are not equally spaced along the helical axis. As a result, the grooves that are 

formed between the backbones are not of equal size; the larger groove is called the major 

groove and the smaller one is called the minor groove. One side of each base pair faces into 

the major groove, while the other side faces into the minor groove. 

There are evidences of 3 types of DNA: A, B and Z. The B form is the most stable structure 

for a random-sequence DNA molecule under physiological conditions and is therefore the 

standard point of reference in any study of the properties of DNA. 
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Figure 7. DNA double helix, illustrating some of its major structural features 

Differences between A, B and Z-DNA 

Helical Sense: A-DNA and B-DNA are right handed DNA helix whereas Z-DNA is 

left-handed. 

Diameter of helix: Diameter of A-DNA is about 26 Å, that of B-DNA is 20 Å and that of 

Z-DNA is 18 Å. 

Base Pairs per helical turn: A-DNA has 11 base pairs per helical turn, B-DNA has 10.5, 

Z-DNA has 12. 
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Helix rise per base pair: A-DNA has a helix rise per base pair of 2.6 Å, B-DNA has that of 

3.4 Å and Z-DNA has that of 3.7Å. 

Base tilt normal to the helix axis: The base tilt normal to the helix axis of A-DNA is 20°, that 

of B-DNA is 6° degrees and that of Z-DNA is 7°. 

Glycosyl bond conformation: It is ANTI for A-DNA and B-DNA and for Z-DNA, it is ANTI 

for Pyrimidines and SYN for Purines. 

 

3. DNA as a drug target  

There are many important drugs which target nucleic acids, especially in the areas of 

antibacterial and anticancer therapy. DNA is the presumed intracellular target of some of the 

more clinically important antitumor agents, including bleomycin, doxorubicin (adriamycin), 

cisplatin, actinomytin D, mitomycin and cyclophosphamide. In spite of the well accepted 

premise that DNA is the receptor for these drugs, definitive data that pin-point the exact 

mechanism of action for any DNA-reactive drug are as yet unavailable. For DNA to be a 

receptor in the strict pharmacological sense it must possess both cognitive and response 

characteristics. In addition to proteins, oligomeric single-stranded RNA and DNA molecules 

and low molecular weight ligands such as drugs and carcinogens bind to DNA with varying 

degrees of sequence selectivity. Binding of low molecular weight ligands to DNA can cause a 

wide variety of potent biological responses including inhibition of transcription and 

replication, as well as mutagenic and oncogenic effects. 

We shall first consider the drugs that interact with DNA. In general, we can group these 

under the following categories: 

• intercalating agents; 

• topoisomerase poisons (non-intercalating); 

• alkylating agents; 
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• chain cutters; 

• chain terminators. 

 It is likely that the interaction of the vast majority of sites on DNA that are recognized by 

low molecular weight ligands such as drugs do not lead to a measurable pharmacological 

response. According to receptor terminology, these are acceptor sites (i.e. cognition but no 

response). Conversely, those recognition sites on DNA that are linked to a response are 

receptor sites. The number of recognition sites on DNA decreases with increasing specified 

sequence length; for example, DNA target sites 10, 11 and 12 base pairs in length would be 

expected to occur approximately 2080, 1024 and 528 times in the human genome, 

respectively. However, a longer target sequence (15 or 16 base pairs) may only occur a few 

times or just once, and consequently a single ‘hit’ may seriously impair the ability of a cell to 

survive if this is a critical sequence. Potential receptor sites on DNA may be protected by 

histone molecules which are involved in higher orders of DNA structure, or proteins involved 

in control and expression of DNA functions such as transcription and replication. When DNA 

is modified by a low molecular weight ligand it potentially becomes a substrate for DNA 

repair processes. Furthermore, replication may be inhibited until the lesion on DNA is 

removed and repair is completed. 

A list of FDA approved anti-cancer drugs which act via binding to DNA are listed in Table 1. 

Table 1. Drugs acting via covalent and non-covalent interactions 

Groove Binding Agents DNA intercalators Covalent DNA-adducts 

Berenil 

Bisbenzimadoles 

Bleomycin 

Chloroquine 

Chromomycin A3 

Diamidine – 2 – phenylindole 

Distamycin A 

Guanyl Bisfuramidine 

Mithramycin 

Netamycin 

Netropsin 

Aminoacridines 

Arylaminoalcohols 

Coumarins 

Cystodytin J 

Diplamine 

YO and YOYO-1 

Daunomycin 

Quinolines and Quinoxalines 

Ethidium Bromide 

Proflavine 

Echinomycin 

Busulfan 

Camptothecin 

Chlorambucil 

Cis-platin 

Clomesome 

Cyclodisone 
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Pentamidine 

Pilcamycin 

SN 6999 

SN 7167 

Hoechst 33258 

Chlorpheniramine 

Methapyrilene 

Tamoxifen 

Bis-naphthalene 

Doxorubicin 

M-AMSA 

Indoles 

 

4. DNA - Small Molecule Interactions 

Binding of molecules to DNA is a crucial area of research, bridging chemistry and biology. 

This field promises a better understanding of intracellular processes like replication, 

transcription and translation. While proteins help control these processes by binding to DNA 

(sequence specific binding), certain small molecules (sequence non-specific binding) hinder 

these processes, thereby rendering them the potential to be anticancer drugs. 

There are modes by which a foreign molecule can interact with the helix of DNA. 

Interference with these interactions with these foreign molecules can disrupt the structure of 

DNA (shown in Figure 8).  

 

Figure 8. Modes of binding of molecules in DNA 

 



DNA-Small Molecule Binding: Importance in Anti-Cancer Drug Design 

 

[Type text] 16 
 

Covalent Interaction of DNA with small molecules  

This is done by highly electrophilic compounds named alkylating agents. There are many 

nucleophilic groups in the DNA and in particular the 7-nitrogen of guanine. Drugs with two 

such alkylating groups could therefore react with a guanine on each chain and cross-link the 

strands such that they cannot unravel during replication or transcription. Since alkylating 

agents are very reactive, they will react with any good nucleophile and so they are not very 

selective in their action. They will alkylate proteins and other macromolecules as well as 

DNA. Nevertheless, alkylating drugs have been useful in the treatment of cancer. Tumor cells 

often divide more rapidly than normal cells and so disruption of DNA function will affect 

these cells more drastically than normal cells. 

 

Figure 9. DNA Alkylating agents 

One bright example of such compounds is mechloroethamine, which gets converted to 

aziridine ion, which then interacts with the DNA duplex. Alkylation then takes place.2 
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Figure 10. Alkylation of guanine by chloromethine 

Non-Covalent binding 

Groove Binding 

Groove binders are a class of molecules that bind in major and minor grooves of the duplex 

DNA and play an important role in drug binding. As the dimensions of the grooves are 

different, targeting them requires vastly dissimilar and different shaped molecules.  

Some small compounds bind to the minor groove of DNA by van der Walls interaction and 

hydrogen bonding. Minor groove binding drugs typically have several aromatic rings, such as 

pyrrole, furan or benzene connected by bonds possessing torsional freedom. Minor groove 

binding drugs are usually narrow curved shaped, which is isohelical to the curve of the minor 

groove, and facilitates binding by promoting van der Waals interactions. Additionally, these 

drugs can form hydrogen bonds to bases, typically to N3 of adenine and O2 of thymine.  

The groove-binding molecules are commonly specific to adenine–thymine (AT) rich 

sequences. This preference in addition to the designed propensity for the electronegative 

pockets of AT sequences is probably due to better van der Waals contacts between the ligand 

and groove walls in this region, since AT regions are narrower than GC groove regions and 

also because of the steric hindrance in the latter, presented by the C2 amino group of the 

guanine base. Hydrophobic and/or hydrogen bonding are usually important components of 

this binding process, and provide stabilization. The antibiotic netropsin is a model 

groove-binder. 
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Figure 11. Well Known Groove Binders 

Intercalation of small molecules in the DNA duplex 

There are several ways molecules (in this case also known as ligands) can interact with DNA. 

Ligands may interact with DNA by covalently binding, electrostatically, or intercalating. 

Intercalation, first described in 1961 by Lerman, is a non-covalent interaction where ligands 

of an appropriate size and chemical nature fit themselves in between base pairs of DNA. The 

ligand (molecule) is held rigidly perpendicular to the helix axis. This causes the base pairs to 

separate vertically, thereby distorting the sugar-phosphate backbone and decreasing the pitch 

of the helix. The phenomenon of intercalation involves the aromatic portion of a ligand 

positioning itself between base-pairs. The principal driving forces for intercalation are 

stacking and charge transfer interactions, but hydrogen bonding and electrostatic forces also 

play a role in stabilization. 

Intercalation increases the separation of adjacent base pairs and the resultant helix distortion 

is compensated by adjustments in the sugar-phosphate backbone and an unwinding of the 

duplex. Aromatic stacking interactions between the bases and the intercalating molecule are a 

major stabilizing feature of the complexes formed.11 Intercalation, apparently, is an 

energetically favorable process, because it occurs so readily. Presumably, the van der Waals 

forces that hold the intercalated molecules to the base pairs are stronger than those found 

between the stacked base pairs. Much of the binding energy is the result of the removal of the 
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drug molecule from the aqueous medium and a hydrophobic effect. Intercalators do not bind 

between every base pair. In general, intercalation does not disrupt the Watson–Crick 

hydrogen bonding, but it does destroy the regular helical structure, unwinds the DNA at the 

site of binding, and as a result of this, interferes with the action of DNA-binding enzymes 

such as DNA topoisomerases and DNA polymerases. Intercalation may not be the outright 

reason for DNA damage, but it does produce a conformational change (unwinding) in the 

double helix.  

The large size of the intercalation system can be reflected in two aspects. First, intercalator 

molecules usually have side chains of various sizes. To capture the binding properties, at least 

one intercalator and one DNA base pair have to be included in the calculation. Intercalator 

and DNA base pairs, as well as water molecules and the DNA backbone, can be included 

without introducing too much computational cost. Thermodynamic processes can be 

simulated by computational experiments, e.g., via molecular dynamics. To gain more reliable 

information for the DNA intercalation process, an efficient higher level computational 

technique is desirable. Thus, the planar aromatic moiety of many carcinogens may well play a 

role in early stages of DNA recognition and binding, and intercalation of aromatic amino acid 

residues into DNA can impart enhanced stability to protein-DNA interactions. Hydrogen 

bonding involving substituent groups attached to complex intercalating molecules frequently 

imparts sequence selectivity to the binding process. 

Anticancer activity and cytotoxicity of intercalative agents are associated with interference in 

at least some aspects of transcriptional, translational, and replicative processes, as well as 

with gross DNA damage and consequent inability to repair. Breakage of cellular DNA and 

interference with topoisomerase activity may well be a peculiar property of anticancer 

intercalating drugs. 
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Figure 12. The Popular Intercalating Agents 

 

Figure 13. The Lerman Intercalation Model, in schematic form. (A) Illustrates the double-stranded DNA helix; 

(B) shows DNA with bound-ligand molecules as shaded discs intercalated between base pairs, shown as 

unshaded discs. 
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The Rule of Neighbour Exclusion  

The rule of neighbour-exclusion states that the two sites directly neighbouring an occupied 

intercalation site must remain unoccupied or, in less absolute terms, intercalation is an 

anti-cooperative at adjacent sites. Figure 14 can make this rule quite clear. 

 

Figure 14. The Rule of Neighbour-Exclusion 

 

5. Therapeutic significance of DNA – Small Molecule 

Intercalation 

Intercalation occurs when ligands of an appropriate size and chemical nature fit themselves in 

between base pairs of DNA. These ligands are mostly polycyclic, aromatic, and planar, and 

therefore often make good nucleic acid stains. Intensively studied DNA intercalators include 

berberine, ethidium bromide, proflavine, daunomycin, doxorubicin, and thalidomide. DNA 
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intercalators are used in chemotherapeutic treatment to inhibit DNA replication in rapidly 

growing cancer cells. Examples include doxorubicin (adriamycin) and daunorubicin (both of 

which are used in treatment of Hodgkin's lymphoma), and dactinomycin (used in Wilm's 

tumour, Ewing's Sarcoma, rhabdomyosarcoma). 

 

6. Conclusion 

In this article we have discussed the different types of small organic molecules which target 

DNA and DNA-associated processes. But many of these when used as chemotherapeutic 

agents manifest one or more side effects. Therefore, there is always a challenge remaining with 

these designer DNA-binding molecules, to achieve maximum specific DNA-binding affinity, 

and cellular and nuclear transport activity without affecting the functions of the normal cells. 

For many of the newer targeted therapeutics that are under development for the treatment of 

cancer, it is however, expected that these new putative drugs will be used in combination with 

the more traditional drugs molecule such as cis-platin or doxorubicin. In combination with a 

DNA-interactive drug, the chemotherapeutic agent might exert considerably enhanced clinical 

efficacy as anticancer agents. The future challenge will be to ‘conjugate’ these agents 

appropriately on the basis of firm scientific principles. Combination of the other tools of 

genomics and proteomics might provide a new opportunity towards this end. 
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Abstract 

The review article focuses on the drug-DNA interactions and their types. DNA has been known 

to be the cellular target for many cytotoxic anticancer agents for several decades. 

Understanding how drug molecules interact with DNA has become a crucial and active area of 

research at the interface between chemistry, molecular biology and medicine. This field 

promises a better understanding of intracellular processes like replication, transcription and 

translation. While proteins help to control these processes by binding to DNA (sequence 

specific binding), certain small molecules (sequence non-specific binding) hinder these 

processes, thereby rendering them the potential to be anticancer drugs. This review article 

summarizes the importance of DNA-small molecule binding in anticancer drug design. 
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1. Introduction 

Cancer still remains one of the most feared diseases in the modern world. According to the 

World Health Organisation, it affected one person in three and caused a quarter of all deaths 

in the developed world during the year 2000. Cancer cells are formed when normal cells lose 

the normal regulatory mechanisms that control growth and multiplication. Any error during 

the sequence of DNA replication may interrupt the genetic code. If left unrepaired, an 

incorrect transmission of genetic information by DNA in replication may lead to a mutation. 

Such mutations are also caused upon exposure to light, radiation, viruses, transposons and 

mutagenic chemicals. Some mutations may lead to uncontrolled replication. In most DNA 

sequences, our body knows when replication should be controlled, but when mutations occur, 

the body is overridden, and replication does not stop. During the process of cell division if 

uncontrolled replication of the mutated DNA occurs, the daughter cell may acquire some 

genetic mutation that would alter the cell division control mechanisms of that cell. This 

altered cell no longer listens to the control signals for cell division and may continue to divide 

and multiply. The cells replicate so rapidly and continuously that they will have a very high 

error rate in DNA replication. The population of oncogenic cells is highly varied and some 

are able to avoid normal tumor necrosis factors and T cell mediated destruction. This 

differential survival from a varied population of replicating cells makes for a rapid evolution, 

resulting in a tumor with abnormal numbers of chromosomes, an over expression of 

telomerase to resist cell death, and a lack of response to normal growth regulating factors. 

The cells then continue to replicate without recognition of normal tissue cell-to-cell 

boundaries so they become invasive. This uncontrolled cell division and growth ultimately 

results in malignant tumors, and cancer.  

A major problem in treating cancer is the fact that it is not a single disease. In an effort to 

fight this uncontrolled growth of cells, chemists have been trying to find molecules to arrest 
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formation of the malignant tumors. These molecules are known as antitumor antibiotics. 

There are various approaches towards anti-cancer chemotherapy based on the nature of the 

drug and the drug-targets (Figure 1).  

The following classifications for the mode of action of an anti-cancer drug can be considered: 

(a) According to chemical structure and resource of the drug:  

Alkylating Agents; Antimetabolite; Antibiotics; Plant Extracts; Hormones 

(b) According to biochemistry mechanisms of anticancer action:  

i) Block nucleic acid biosynthesis (antimetabolites); ii) Direct influence the structure and 

function of DNA (Intercalating agents, alkylating agents, chain cutters - Antibiotics, 

topoisomerase inhibitors); iii) Interfere transcription and block RNA synthesis (Intercalator, 

groove-binders); iv) Interfere protein synthesis and function (Antitubulin, harringtonines, 

L-asparaginase); v) Influence hormone homeostasis (Estrogens and estrogen antagonistic 

drug, Androgens and androgen antagonistic drug, Progestogen drug, Glucocorticoid drug, 

gonadotropin-releasing hormone inhibitor: leuprolide, goserelin, aromatase inhibitor: 

aminoglutethimide, anastrazole)   

(c) According to the cycle or phase specificity of the drug  

i) Cell cycle nonspecific agents (CCNSA) (drugs that are active throughout the cell cycle): 

Alkylating Agents, Platinum Compounds, Antibiotics  

ii) Cell cycle specific agents (CCSA) (drugs that act during a specific phase of the cell cycle) 

a) S Phase Specific Drug: Antimetabolites, Topoisomerase Inhibitors 

b) M Phase Specific Drug: Vinca Alkaloids, Taxanes  

c) G2 Phase Specific Drug: Bleomycin  
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. 

 

Figure 1. Variable drug-targets in anti-cancer chemotherapy 

 

2. A brief discussion on the physico-chemical properties of 

DNA. 

DNA (Deoxyribonucleic acid) is a polymer of phosphate containing pentose sugar 

(deoxyribose) attached to nucleobases, i.e. purines and pyrimidines, which are also known as 

nucleotides. Nucleotides are phosphates of base containing pentose sugar units known as 

nucleosides. The purines and pyrimidines are known as nucleobases. 
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Figure 2. The four nucleobases found in DNA.  

The two purine bases – Adenine (A) and Guanine (G) – and the two pyrimidine bases- 

Cytosine (C) and Thymine (T) – are linked by bonds joining the 5’ phosphate group of one 

nucleotide to a 3’-hydroxyl group on the sugar the adjacent nucleotide to form 

3′,5′-phosphodiester linkages. The phosphodiester bonds are stable because they are 

negatively charged, thereby repelling nucleophilic attack (Todd).  

 

Figure 3. The Nucleosides of DNA 

For any duplex DNA molecule, the ratios of A/T and G/C are always equal to one regardless 

of the base composition of the DNA. The number of adenines and thymines relative to the 
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number of guanines and cytosines is characteristic of a given species but varies from species 

to species (in humans, for example, 60.4% of DNA is composed of adenine and thymine 

bases) (Chargaff).  

The bases are stacked upon each other at a distance of 3.4 Å (as described by Astbury in 

1938). The nucleotide bases were linked by hydrogen bonding (Figure 4) (Gulland, 1947). 

DNA is a helical molecule that is able to adopt a variety of conformations (Figure 5) 

(Wilkins and Franklin).  

Two strands of DNA are intertwined into a helical duplex, which is held together by specific 

hydrogen bonding (Figure 4) between base pairs of adenine with thymine and guanine with 

cytosine and these base pairs are stacked at 3.4 Å distance (Watson and Crick). Furthermore, 

right handed rotation between adjacent base pairs by about 36° produces a double helix with 

10 base pairs (bp) per turn.  

 

Figure 4. Nucleotides and their hydrogen bonding 
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The bases are located along the axis of the helix with sugar phosphate backbones winding in 

an antiparallel orientation along the periphery. The order (or sequence) of the nucleotides 

along the chain differs from one DNA molecule to another. The purine and pyrimidine bases 

are flat and tend to stack above each other approximately perpendicular to the helical axis; 

this base stacking is stabilized mainly by London dispersion forces and by hydrophobic 

effects.  

The two chains of the double helix are gripped together by hydrogen bonds between the bases. 

All the bases of the DNA are on the inside of the double helix, and the sugar phosphates are 

on the outside; therefore, the bases on one strand are close to those on the other. Because of 

this fit, specific base pairings between a large purine base (either A or G) on one chain and a 

smaller pyrimidine base (T or C) on the other chain are essential.  

 

Base pairing between two purines would occupy too much space to allow a regular helix, and 

base pairing between two pyrimidines would occupy too little space. In fact, hydrogen bonds 

between G and C or A and T are more effective than any other combination. Therefore, 
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complementary base pairs form between guanines and cytosines or adenines and thymines 

only, resulting in a complementary relation between sequences of bases on the two 

polynucleotide strands of the double helix.  

 

Figure 6. Two complementary DNA sequences 

The two glycosidic bonds (Figure 3) that connect the base pair to its sugar rings are not 

directly opposite to each other, and, therefore, the two sugar-phosphate backbones of the 

double helix are not equally spaced along the helical axis. As a result, the grooves that are 

formed between the backbones are not of equal size; the larger groove is called the major 

groove and the smaller one is called the minor groove. One side of each base pair faces into 

the major groove, while the other side faces into the minor groove. 

There are evidences of 3 types of DNA: A, B and Z. The B form is the most stable structure 

for a random-sequence DNA molecule under physiological conditions and is therefore the 

standard point of reference in any study of the properties of DNA. 
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Figure 7. DNA double helix, illustrating some of its major structural features 

Differences between A, B and Z-DNA 

Helical Sense: A-DNA and B-DNA are right handed DNA helix whereas Z-DNA is 

left-handed. 

Diameter of helix: Diameter of A-DNA is about 26 Å, that of B-DNA is 20 Å and that of 

Z-DNA is 18 Å. 

Base Pairs per helical turn: A-DNA has 11 base pairs per helical turn, B-DNA has 10.5, 

Z-DNA has 12. 
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Helix rise per base pair: A-DNA has a helix rise per base pair of 2.6 Å, B-DNA has that of 

3.4 Å and Z-DNA has that of 3.7Å. 

Base tilt normal to the helix axis: The base tilt normal to the helix axis of A-DNA is 20°, that 

of B-DNA is 6° degrees and that of Z-DNA is 7°. 

Glycosyl bond conformation: It is ANTI for A-DNA and B-DNA and for Z-DNA, it is ANTI 

for Pyrimidines and SYN for Purines. 

 

3. DNA as a drug target  

There are many important drugs which target nucleic acids, especially in the areas of 

antibacterial and anticancer therapy. DNA is the presumed intracellular target of some of the 

more clinically important antitumor agents, including bleomycin, doxorubicin (adriamycin), 

cisplatin, actinomytin D, mitomycin and cyclophosphamide. In spite of the well accepted 

premise that DNA is the receptor for these drugs, definitive data that pin-point the exact 

mechanism of action for any DNA-reactive drug are as yet unavailable. For DNA to be a 

receptor in the strict pharmacological sense it must possess both cognitive and response 

characteristics. In addition to proteins, oligomeric single-stranded RNA and DNA molecules 

and low molecular weight ligands such as drugs and carcinogens bind to DNA with varying 

degrees of sequence selectivity. Binding of low molecular weight ligands to DNA can cause a 

wide variety of potent biological responses including inhibition of transcription and 

replication, as well as mutagenic and oncogenic effects. 

We shall first consider the drugs that interact with DNA. In general, we can group these 

under the following categories: 

• intercalating agents; 

• topoisomerase poisons (non-intercalating); 

• alkylating agents; 
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• chain cutters; 

• chain terminators. 

 It is likely that the interaction of the vast majority of sites on DNA that are recognized by 

low molecular weight ligands such as drugs do not lead to a measurable pharmacological 

response. According to receptor terminology, these are acceptor sites (i.e. cognition but no 

response). Conversely, those recognition sites on DNA that are linked to a response are 

receptor sites. The number of recognition sites on DNA decreases with increasing specified 

sequence length; for example, DNA target sites 10, 11 and 12 base pairs in length would be 

expected to occur approximately 2080, 1024 and 528 times in the human genome, 

respectively. However, a longer target sequence (15 or 16 base pairs) may only occur a few 

times or just once, and consequently a single ‘hit’ may seriously impair the ability of a cell to 

survive if this is a critical sequence. Potential receptor sites on DNA may be protected by 

histone molecules which are involved in higher orders of DNA structure, or proteins involved 

in control and expression of DNA functions such as transcription and replication. When DNA 

is modified by a low molecular weight ligand it potentially becomes a substrate for DNA 

repair processes. Furthermore, replication may be inhibited until the lesion on DNA is 

removed and repair is completed. 

A list of FDA approved anti-cancer drugs which act via binding to DNA are listed in Table 1. 

Table 1. Drugs acting via covalent and non-covalent interactions 

Groove Binding Agents DNA intercalators Covalent DNA-adducts 

Berenil 

Bisbenzimadoles 

Bleomycin 

Chloroquine 

Chromomycin A3 

Diamidine – 2 – phenylindole 

Distamycin A 

Guanyl Bisfuramidine 

Mithramycin 

Netamycin 

Netropsin 

Aminoacridines 

Arylaminoalcohols 

Coumarins 

Cystodytin J 

Diplamine 

YO and YOYO-1 

Daunomycin 

Quinolines and Quinoxalines 

Ethidium Bromide 

Proflavine 

Echinomycin 

Busulfan 

Camptothecin 

Chlorambucil 

Cis-platin 

Clomesome 

Cyclodisone 
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Pentamidine 

Pilcamycin 

SN 6999 

SN 7167 

Hoechst 33258 

Chlorpheniramine 

Methapyrilene 

Tamoxifen 

Bis-naphthalene 

Doxorubicin 

M-AMSA 

Indoles 

 

4. DNA - Small Molecule Interactions 

Binding of molecules to DNA is a crucial area of research, bridging chemistry and biology. 

This field promises a better understanding of intracellular processes like replication, 

transcription and translation. While proteins help control these processes by binding to DNA 

(sequence specific binding), certain small molecules (sequence non-specific binding) hinder 

these processes, thereby rendering them the potential to be anticancer drugs. 

There are modes by which a foreign molecule can interact with the helix of DNA. 

Interference with these interactions with these foreign molecules can disrupt the structure of 

DNA (shown in Figure 8).  

 

Figure 8. Modes of binding of molecules in DNA 
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Covalent Interaction of DNA with small molecules  

This is done by highly electrophilic compounds named alkylating agents. There are many 

nucleophilic groups in the DNA and in particular the 7-nitrogen of guanine. Drugs with two 

such alkylating groups could therefore react with a guanine on each chain and cross-link the 

strands such that they cannot unravel during replication or transcription. Since alkylating 

agents are very reactive, they will react with any good nucleophile and so they are not very 

selective in their action. They will alkylate proteins and other macromolecules as well as 

DNA. Nevertheless, alkylating drugs have been useful in the treatment of cancer. Tumor cells 

often divide more rapidly than normal cells and so disruption of DNA function will affect 

these cells more drastically than normal cells. 

 

Figure 9. DNA Alkylating agents 

One bright example of such compounds is mechloroethamine, which gets converted to 

aziridine ion, which then interacts with the DNA duplex. Alkylation then takes place.2 
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Figure 10. Alkylation of guanine by chloromethine 

Non-Covalent binding 

Groove Binding 

Groove binders are a class of molecules that bind in major and minor grooves of the duplex 

DNA and play an important role in drug binding. As the dimensions of the grooves are 

different, targeting them requires vastly dissimilar and different shaped molecules.  

Some small compounds bind to the minor groove of DNA by van der Walls interaction and 

hydrogen bonding. Minor groove binding drugs typically have several aromatic rings, such as 

pyrrole, furan or benzene connected by bonds possessing torsional freedom. Minor groove 

binding drugs are usually narrow curved shaped, which is isohelical to the curve of the minor 

groove, and facilitates binding by promoting van der Waals interactions. Additionally, these 

drugs can form hydrogen bonds to bases, typically to N3 of adenine and O2 of thymine.  

The groove-binding molecules are commonly specific to adenine–thymine (AT) rich 

sequences. This preference in addition to the designed propensity for the electronegative 

pockets of AT sequences is probably due to better van der Waals contacts between the ligand 

and groove walls in this region, since AT regions are narrower than GC groove regions and 

also because of the steric hindrance in the latter, presented by the C2 amino group of the 

guanine base. Hydrophobic and/or hydrogen bonding are usually important components of 

this binding process, and provide stabilization. The antibiotic netropsin is a model 

groove-binder. 
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Figure 11. Well Known Groove Binders 

Intercalation of small molecules in the DNA duplex 

There are several ways molecules (in this case also known as ligands) can interact with DNA. 

Ligands may interact with DNA by covalently binding, electrostatically, or intercalating. 

Intercalation, first described in 1961 by Lerman, is a non-covalent interaction where ligands 

of an appropriate size and chemical nature fit themselves in between base pairs of DNA. The 

ligand (molecule) is held rigidly perpendicular to the helix axis. This causes the base pairs to 

separate vertically, thereby distorting the sugar-phosphate backbone and decreasing the pitch 

of the helix. The phenomenon of intercalation involves the aromatic portion of a ligand 

positioning itself between base-pairs. The principal driving forces for intercalation are 

stacking and charge transfer interactions, but hydrogen bonding and electrostatic forces also 

play a role in stabilization. 

Intercalation increases the separation of adjacent base pairs and the resultant helix distortion 

is compensated by adjustments in the sugar-phosphate backbone and an unwinding of the 

duplex. Aromatic stacking interactions between the bases and the intercalating molecule are a 

major stabilizing feature of the complexes formed.11 Intercalation, apparently, is an 

energetically favorable process, because it occurs so readily. Presumably, the van der Waals 

forces that hold the intercalated molecules to the base pairs are stronger than those found 

between the stacked base pairs. Much of the binding energy is the result of the removal of the 
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drug molecule from the aqueous medium and a hydrophobic effect. Intercalators do not bind 

between every base pair. In general, intercalation does not disrupt the Watson–Crick 

hydrogen bonding, but it does destroy the regular helical structure, unwinds the DNA at the 

site of binding, and as a result of this, interferes with the action of DNA-binding enzymes 

such as DNA topoisomerases and DNA polymerases. Intercalation may not be the outright 

reason for DNA damage, but it does produce a conformational change (unwinding) in the 

double helix.  

The large size of the intercalation system can be reflected in two aspects. First, intercalator 

molecules usually have side chains of various sizes. To capture the binding properties, at least 

one intercalator and one DNA base pair have to be included in the calculation. Intercalator 

and DNA base pairs, as well as water molecules and the DNA backbone, can be included 

without introducing too much computational cost. Thermodynamic processes can be 

simulated by computational experiments, e.g., via molecular dynamics. To gain more reliable 

information for the DNA intercalation process, an efficient higher level computational 

technique is desirable. Thus, the planar aromatic moiety of many carcinogens may well play a 

role in early stages of DNA recognition and binding, and intercalation of aromatic amino acid 

residues into DNA can impart enhanced stability to protein-DNA interactions. Hydrogen 

bonding involving substituent groups attached to complex intercalating molecules frequently 

imparts sequence selectivity to the binding process. 

Anticancer activity and cytotoxicity of intercalative agents are associated with interference in 

at least some aspects of transcriptional, translational, and replicative processes, as well as 

with gross DNA damage and consequent inability to repair. Breakage of cellular DNA and 

interference with topoisomerase activity may well be a peculiar property of anticancer 

intercalating drugs. 
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Figure 12. The Popular Intercalating Agents 

 

Figure 13. The Lerman Intercalation Model, in schematic form. (A) Illustrates the double-stranded DNA helix; 

(B) shows DNA with bound-ligand molecules as shaded discs intercalated between base pairs, shown as 

unshaded discs. 
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The Rule of Neighbour Exclusion  

The rule of neighbour-exclusion states that the two sites directly neighbouring an occupied 

intercalation site must remain unoccupied or, in less absolute terms, intercalation is an 

anti-cooperative at adjacent sites. Figure 14 can make this rule quite clear. 

 

Figure 14. The Rule of Neighbour-Exclusion 

 

5. Therapeutic significance of DNA – Small Molecule 

Intercalation 

Intercalation occurs when ligands of an appropriate size and chemical nature fit themselves in 

between base pairs of DNA. These ligands are mostly polycyclic, aromatic, and planar, and 

therefore often make good nucleic acid stains. Intensively studied DNA intercalators include 

berberine, ethidium bromide, proflavine, daunomycin, doxorubicin, and thalidomide. DNA 
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intercalators are used in chemotherapeutic treatment to inhibit DNA replication in rapidly 

growing cancer cells. Examples include doxorubicin (adriamycin) and daunorubicin (both of 

which are used in treatment of Hodgkin's lymphoma), and dactinomycin (used in Wilm's 

tumour, Ewing's Sarcoma, rhabdomyosarcoma). 

 

6. Conclusion 

In this article we have discussed the different types of small organic molecules which target 

DNA and DNA-associated processes. But many of these when used as chemotherapeutic 

agents manifest one or more side effects. Therefore, there is always a challenge remaining with 

these designer DNA-binding molecules, to achieve maximum specific DNA-binding affinity, 

and cellular and nuclear transport activity without affecting the functions of the normal cells. 

For many of the newer targeted therapeutics that are under development for the treatment of 

cancer, it is however, expected that these new putative drugs will be used in combination with 

the more traditional drugs molecule such as cis-platin or doxorubicin. In combination with a 

DNA-interactive drug, the chemotherapeutic agent might exert considerably enhanced clinical 

efficacy as anticancer agents. The future challenge will be to ‘conjugate’ these agents 

appropriately on the basis of firm scientific principles. Combination of the other tools of 

genomics and proteomics might provide a new opportunity towards this end. 
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STIMULI RESPONSIVE POLYMERS 

 

 

ABSTRACT  

  Response to stimulus is a basic process of living systems. Based on the lessons from nature, scientists have 

been designing useful materials that respond to external stimuli such as temperature, pH, light, electric 

field, chemicals and ionic strength. These responses are manifested as dramatic changes in one of the 

following: shape, surface characteristics, solubility, formation of an intricate molecular self-assembly or a 

sol-to-gel transition. The functions of living cells are regulated by macromolecules that respond to changes 

in local environment and these biopolymers form the basis around which all major natural processes are 

controlled. Many synthetic polymers that exhibit environmentally responsive behaviour can thus be 

considered as biomimetic and their development is central to emerging ‘smart’ applications in biology and 

medicine. Stimuli-responsive polymers are capable of changing their chemical and/or physical properties 

in response to environmental stimuli. This unique feature has allowed stimuli-responsive polymers to be 

used in a variety of applications. This review will focus on the use of Stimuli Responsive Polymers in 

biological systems and cell targeting. 
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INTRODUCTION  

   Polymers are large molecules, or macromolecules, composed of many repeating subunits (monomers), 

and can either be natural (e.g., cellulose, rubber, silk) or synthetic (e.g., polystyrene, polyethylene and 

polypropylene). Their large molecular mass yields physical properties that are significantly different than 

small molecules. Furthermore, the properties of polymers and polymer-based materials (e.g., toughness, 

elasticity, viscosity) can be tuned to fit a particular application. 

Stimuli-responsive polymers are polymers that respond sharply to small changes in physical or chemical 

conditions with relatively large phase or property changes. These polymers are also variously referred to 

as “environmentally-sensitive”, “smart” or “intelligent” polymers. Over the past 25 years they have been 

proposed for numerous biomedical uses, which are usually in an aqueous environment. When used as 

“smart biomaterials” they may be (a) dissolved in or phase separated out of aqueous solutions, (b) 

adsorbed on or (c) chemically grafted onto aqueous-solid interfaces, or the smart polymer molecules may 

be chemically cross-linked, H-bonded, and/or physically entangled in the form of (d) hydrogels. These 

properties led scientists to generate ‘smart’ materials that respond a variety of stimuli, e.g., pH, 

temperature, mechanical stress, the presence of various small molecules and biomolecules and 

electric/magnetic fields. Due to the breadth of the responsivities that can be built into stimuli-responsive 

polymers and materials, they have found applications as sensors and biosensors, for controlled and 

triggered drug delivery, for environmental remediation and as chemo mechanical actuators. 

In biological systems and drug delivery, the design of new systems and approaches must meet challenges 

associated with administration in the body: (i) a simple route of administration, (ii) effective delivery to the 

desired biological compartment, (iii) response adapted to the pathological event, either rapid or slow, 

depending on the bio-specificity, and (iv) the use of non-toxic, biocompatible and biodegradable systems. 

In this review paper we will see how responsive polymers can be used to tackle such problems and provide 

an effective solution in drug delivery. 
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STIMULI RESPONSIVE POLYMERS  

  The strategy underlying polymer-containing responsive systems is a dramatic physicochemical change 

caused by stimuli. At the macromolecular level, polymer chains can be altered in different ways, including 

changes in hydrophilic-to-hydrophobic balance, conformation, solubility, degradation, and bond cleavage, 

and these, in turn, will cause detectable behavioural changes to self-assembled structures. [1] 

Stimuli are commonly classified in three categories: physical, chemical, or biological (Fig. 1) [2,3]. Physical 

stimuli (light, temperature, ultrasound, magnetic, mechanical, electrical) usually modify chain dynamics, 

i.e., the energy level of the polymer/solvent system, while chemical stimuli (solvent, ionic strength, 

electrochemical, pH) modulate molecular interactions, whether between polymer and solvent molecules, 

or between polymer chains [4]. Biological stimuli (enzymes, receptors) relate to the actual functioning of 

molecules: enzymatic reactions, receptor recognition of molecules [5]. In addition, there are dual stimuli-

responsive polymers that simultaneously respond to more than one stimulus. 

    

 

Examples of stimuli responsive polymers are: - 

1. Physically Dependent Stimuli - Physically dependent stimuli mainly include: temperature, electric field, 

light, ultrasound, magnetic fields and mechanical deformation. However, in this review we focus only on 

the stimuli-responsiveness of polymer/copolymer systems, hence, the physical stimuli reported as actively 

changing their properties/supramolecular structures are temperature, light, and electric field. We mention 

that magnetic fields and ultrasound have been used only for compounds that have been 

entrapped/encapsulated in polymer assemblies, and therefore we will not include them here. 
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1.1 Temperature Responsive Polymers - Temperature-responsive polymers have attracted great attention 

in bioengineering and biotechnology applications, because certain diseases manifest temperature changes 

[6]. Normally, these copolymers are characterized by a critical solution temperature around which the 

hydrophobic and hydrophilic interactions between the polymeric chains and the aqueous media abruptly 

change within a small temperature range. This induces the disruption of intra- and intermolecular 

electrostatic and hydrophobic interactions and results in chain collapse or expansion (a volume phase 

transition). Typically, these polymer solutions possess an upper critical solution temperature (UCST) above 

which one polymer phase exists, and below which a phase separation appears. Alternatively, polymer 

solutions that appear as monophasic below a specific temperature and biphasic above it generally possess 

a so-called lower critical solution temperature (LCST). Depending on the mechanism and chemistry of the 

groups, various temperature-responsive polymers have been reported: poly(N-alkyl substituted 

acrylamides), e.g., poly(N-isopropylacrylamide) (PNiPAAm) [7,8], poly (N-vinylalkylamides), e.g., poly(N-

vinylcaprolactam) (PNVC) [9], and copolymers such as poly (L-lactic acid)-poly(ethylene glycol)-poly(L-lactic 

acid) (PLLA-PEG-PLLA) triblock copolymers [10], and poly (ethylene oxide)-poly(propylene oxide)-poly 

(ethylene oxide) (PEO–PPO–PEO) copolymers [11]. 

1.2 Electro-Responsive Polymers - Electrical and electrochemical stimuli are widely used in research and 

applications, due to their advantages of precise control via the magnitude of the current, the duration of 

an electrical pulse or the interval between pulses [12,13]. Typical electrically responsive polymers are 

conducting polymers, as for example polythiophene (PT) or sulphonated-polystyrene (PSS), which can show 

swelling, shrinking or bending in response to an external field [14,15]. There are different effects upon 

electrochemical stimulation: (a) an influx of counter ions and solvent molecules causes an increase in 

osmotic pressure in the polymer, resulting in a volumetric expansion, (b) control of the loading/adsorption 

of polyelectrolyte on to oppositely charged porous materials, (c) formation and swelling of redox-active 

polyelectrolyte multilayers. For example, when an electrochemical stimulus is applied to multilayer 

polyacrylamide films, the combined effects of H+ ions migrating to the region of the cathode and the 

electrostatic attraction between the anode surface and the negatively charged acrylic acid groups lead to 

shrinking of the film on the anode side [16,17].  

1.3 Photo-Responsive Polymers - Because light can be applied instantaneously and under specific 

conditions with high accuracy, it renders light-responsive polymers highly advantageous for applications. 

The light can be directly used at the polymer surface or can be delivered to distant locations using optical 

fibres. Ideally, the wavelength of the laser is tuned to the so-called biologically ‘friendly’ window [18], the 

near-infrared part of the spectrum, which is less harmful and has deeper penetration in tissues than visible 

light. In this case, the light is both minimally absorbed by cells/tissue and maximally so by the polymers. 

Most photo-responsive polymers contain light-sensitive chromophores such as azobenzene groups [19,20], 

spiropyran groups [21,22], or nitrobenzyl groups [23,24]. A variety of azobenzene or spiropyran-containing 

photo-responsive polymers, as for example PAA [25,26], PHPMAm [27,28], and PNIPAM [29,30], have been 

reported. 

2. Chemically-Dependent Stimuli – Chemically dependent stimuli comprise pH, ionic strength, redox and 

solvent. 

2.1 pH-Responsive Polymers - pH is an important environmental parameter for biomedical applications, 

because pH changes occur in many specific or pathological compartments. For example, there is an obvious 

change in pH along the gastrointestinal tract from the stomach (pH = 1–3) to the intestine (pH = 5–8), 
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chronic wounds have pH values between 7.4 and 5.4 [31], and tumour tissue is acidic extracellularly [32,33]. 

Therefore, unlike temperature changes, this property can be exploited for a direct response at a certain 

tissue or in a cellular compartment. The key element for pH responsive polymers is the presence of 

ionisable, weak acidic or basic moieties that attach to a hydrophobic backbone, such as polyelectrolytes 

[34]. Upon ionization, the electrostatic repulsions of the generated charges (anions or cations) cause a 

dramatic extension of coiled chains. The ionization of the pendant acidic or basic groups on polyelectrolytes 

can be partial, due to the electrostatic effect from other adjacent ionized groups [35]. Another typical pH 

responsive polymer exhibits protonation/deprotonation events by distributing the charge over the 

ionisable groups of the molecule, such as carboxyl or amino groups [36]. pH induces a phase transition in 

pH responsive polymers very abruptly. Usually, the phase switches within 0.2–0.3 U of pH [37]. pH 

responsive polymers typically include chitosan [38], albumin [39], gelatin [40], poly(acrylic acid) 

(PAAc)/chitosan IPN [41], poly(methacrylic acid-g-ethylene glycol) [P(MAA-g-EG)] [42,43], poly(ethylene 

imine) (PEI) [44], poly(N,N-diakylamino ethylmethacrylates) (PDAAEMA), and poly(lysine) (PL) [45,46].  

2.2 Ion-Responsive Polymers - The responsiveness to ionic strength is a typical property of polymers 

containing ionisable groups. These polymer systems exhibit unusual rheological behaviour as a result of 

the attractive Coulombic interactions between oppositely charged species, which may render the polymer 

insoluble in deionized water but soluble in the presence of a critical concentration of added electrolytes 

where the attractive charge/charge interactions are shielded [47,48,49]. Therefore, changes in ionic 

strength cause changes in the length of the polymer chains, the polymer solubility and the fluorescence 

quenching kinetics of chromophores bound to electrolytes [48, 50, 51].  

2.3 Redox-Responsive Polymers - containing labile groups present a beneficial opportunity to develop 

redox-responsive biodegradable or bio erodible systems. Acid labile moieties inside polyanhydrides 

[52,53], poly(lactic/glycolic acid) (PLGA) [54], and poly(b-amino esters) (PbAEs) [55] induce redox 

responsiveness. Disulphide groups have also been used to induce redox responsiveness, because they are 

unstable in a reducing environment, being cleaved in favour of corresponding thiol groups [56,57]. 

Polymers with disulphide cross-links degrade when exposed to cysteine or glutathione, which are reductive 

amino-acid based molecule [58]. Another typical redox responsive polymer is poly(NiPAAm-co-Ru(bpy)3), 

which can generate a chemical wave by the periodic redox change of Ru(bpy)3 into an oxidized state of 

lighter colour [59]. This redox reaction alters the hydrophobic and the hydrophilic properties of the polymer 

chains and results in swelling and deswelling of the polymer. 

3 Biologically Dependent Stimuli - Biologically dependent stimuli typically involve analytes and 

biomacromolecules such as glucose, glutathione, enzymes, receptors, and over-produced metabolites in 

inflammation.  

3.1 Glucose Responsive Polymers - Precisely engineered glucose sensitive polymers have huge potential 

in the quest to generate, for example, self-regulated modes of insulin delivery [60]. For glucose responsive 

polymers, glucose oxidase (GOx) is conjugated to a smart, pH-sensitive polymer. GOx oxidizes glucose to 

gluconic acid, which causes a pH change in the environment. The pH sensitive polymer then exhibits a 

volume transition in response to the decreased pH [60]. In this way, drastic changes in the polymer 

conformation are regulated by the body’s glucose level, which, in turn, significantly affects enzyme activity 

and substrate access.  

3.2 Enzyme-Responsive Polymers - In nature, bacteria located mainly in the colon produce special 

enzymes, including reductive enzymes (e.g., azoreductase) or hydrolytic enzymes (e.g., glycosidases) which 
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are capable of degrading various types of polysaccharides, such as pectin, chitosan, amylase/amylopectin, 

cyclodextrin and dextrin [61, 62, 63]. In most enzyme-responsive polymer systems, enzymes are used to 

destroy the polymer or its assemblies. The biggest advantage of enzyme responsive polymers is that they 

do not require an external trigger for their decomposition, exhibit high selectivity, and work under mild 

conditions. For example, polymer systems based on alginate/chitosan or DEXS/chitosan microcapsules are 

responsive to chitosanase [64]. And azoaromatic bonds are sensitive to azoreductase [65]. In this respect, 

they have great potential for in vivo biological applications. However, the main disadvantage is the difficulty 

of establishing a precise initial response time.  

3.3 Inflammation-Responsive Polymers - The inflammatory process is initiated by T- and B-lymphocytes, 

but amplified and perpetuated by polymorphonuclear (PMN) leukocytes and macrophages. Various 

chemical mediators in the process, including arachidonic acid metabolites, proteolytic enzymes and oxygen 

metabolites, can cause tissue damage. For inflammation-responsive systems, the reactive oxygen 

metabolites (oxygen free radicals) released by PMNs and macrophages during the initial phase of 

inflammation are the stimuli [66]. Such chemical mediators have been successfully used as stimuli for 

responsive drug delivery. For example, in vivo implantation experiments revealed that hyaluronic acid (HA) 

cross-linked with glycidyl ether can degrade in response to inflammation [67].  

4. Dual-Stimuli For biomedical applications, a step forward is realized if the smart materials respond 

simultaneously to more than one stimulus. Therefore, increasing the efficacy of drug therapies may require 

polymeric materials, which are responsive to several kinds of stimuli. These will support the diagnosis of 

patients by monitoring several physiological changes at once. The dual-stimuli responsive approach is 

ideally suited for theragnostic (a combination of diagnostics and therapy) because some functionalities can 

provide on-site feedback and diagnostics, while others could initiate curing and therapy. Availability of 

various physical, chemical and biological stimuli is indispensable for multiple response functions. 

Therefore, multi-stimuli responsive polymers, especially dual temperature and pH-responsive systems, are 

attracting increasing attention recently for their advantages in biotechnological and biomedical 

applications. For example, a dual-stimuli responsive delivery system, using both pH and glutathione-

responsive polymeric modules, was developed to therapeutically deliver medicinal molecules. It was 

possible to tune the release kinetics by systematically varying the composition of the pH-sensitive 

hydrophobic moiety (butyl acrylate), by modifying the glutathione-responsive moiety (pyridyl disulphide 

acrylate), or by modifying both of them. Table 1 summarizes stimuli responsive polymers grouped by 

stimulus–response, and contain information about the synthesis method and application. 
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Table 1 Summary of stimuli responsive polymers grouped by stimulus–response, and contain information 

about the synthesis method and application 
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CONTROLLED DRUG DELIVERY 

   Living systems respond to external stimuli by adapting themselves to changing conditions. Polymer 

scientists have been trying to mimic this behaviour by creating so called smart polymers. Smart polymers 

are very promising for biomedical applications, and have found use as controlled/triggered/targeted drug 

delivery vehicles, tissue engineering scaffolds, cell culture supports, bio separation devices, sensors, and 

actuators/ artificial muscles. The concept of stimuli-responsive polymer-based drug delivery systems was 

first reported in the late 1970s with the use of thermosensitive liposomes for the local release of drugs via 

hyperthermia. Subsequently, a great deal of research has been carried out on stimuli-responsive materials 

for drug delivery, especially concerning the design and application of responsive polymers. The design of 

new systems and approaches must meet the challenges associated with administration in the body. The 

systems must be: (i) simply administered, (ii) capable of delivery to the desired locations in response to a 

stimulus, (iii) composed of non-toxic, biocompatible and biodegradable components. A variety of stimuli-

responsive polymer-based materials have been used for this application, including crosslinked gel 

networks, and non-crosslinked block copolymer assemblies. These, as well as other systems, are shown 

schematically in Figure 2. 

 

Figure 2. Various stimuli-responsive polymers that have been used for drug delivery applications. 
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 In this section, we will discuss recent progress using these and related materials for 

controlled/triggered/targeted drug delivery. Some of the of drug delivery includes the use of crosslinked 

polymer networks, e.g., hydrogels and microgels; or the temperature responsive polymeric micelles. In this 

paper, there is a discussion of the pH responsive polymers. 

As a drug carrier, pNIPAm-based microgels combine the advantages of both hydrogels and nanoparticles. 

PNIPAm microgel particles have a sponge-like structure with interstitial spaces filled with water. Drug 

molecules can be loaded by equilibrium partitioning between the solution and microgel phases. 

Electrostatic interaction, hydrophobic interaction, and/or hydrogen-bonding may play an important role 

for drug loading. The Serpe group developed a novel microgel-based assembly (reservoir device) as a new 

platform for drug delivery [68 – 72]. The structure of this device and the release mechanism is shown in 

Figure 4. The device is usually composed of a pNIPAm-co-AAc microgel layer sandwiched between two thin 

Au layers (all on a glass support) and was used as a novel platform for controlled and triggered small 

molecule delivery. Tris(4-(dimethylamino)phenyl)methylium chloride (crystal violet, CV), which is positively 

charged, was loaded into the microgel layer of the device and released in a pH dependent fashion, at a rate 

that could be controlled by the thickness of the Au layer coating the microgel [73]. The model drug could 

be released in an “on-off” fashion, by systematically varying the solution pH. Furthermore, by modifying 

the top layer Au surface, we can control the drug release with a lower thickness of Au [74]. By combing two 

oppositely charged microgel, we can control the microgels’ aggregation behaviour to control the drug 

release. In this case, the microgels copolymerized with acrylic acid exhibit a negative charge above pH 4.25, 

while the microgels copolymerized with N-[3-(dimethylamino)propyl]methacrylamide exhibit a positive 

charge below pH 8.4; these microgels are neutral outside of these pH ranges. We show that aggregates 

form when the two independent sets of microgels were exposed to one another in a solution that renders 

them both charged. In solutions of pH outside of this range, the microgels disaggregate because one of the 

microgels becomes neutralized. This behaviour was exploited to load (aggregation) and release 

(disaggregation) a small-molecule model drug [75]. This aggregate based system provides evidence how 

the charged pNIPAm-based microgels applied in controlled/triggered drug release. 

  

Recently, we showed that the microgel-based reservoirs devices could be used for sequential and 

controlled release of more than one small molecule [76]. By incorporating the mixed microgels into 

reservoir devices, and varying their ratio, the small molecule release rate and release amount (dosage) can 

be easily tuned. Furthermore, two different small molecules can be loaded into the two distinct microgels, 

which allows for their sequential release at particular pHs (shown in Figure 3). 
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Figure 3. (a) Schematic of pH triggered MB release from APBA-MG and AAc-MG. As each microgel is 

neutralized, the electrostatic interactions between the microgel and the MB are diminished, and the MB is 

released from the microgel. (b) Sequential release of MB from a reservoir device with 1:1 APBA-MG and 

AAc-MG and 50 nm Au overlayer at 37 o C. The arrows indicate when the solution pH was changed to (i) 

7.0 and (ii) 3.0. (c) The release profile for a device made of APBA-MG and AAc-MG loaded with MB and CV, 

respectively. The arrows are the time that pH adjusted 

 PNIPAm-co-AAc microgels (AAc-MG) and poly(N-isopropylacrylamide-3-(acrylamido)phenylboronic acid) 

(pNIPAm-co-APBA) microgels (APBAMG) were composed into the devices to load the drugs, MB and CV, 

respectively. At pH 10.0, methylene blue (MB, positively charged) exhibited strong electrostatic 

interactions with both the negatively charged AAc and APBA-modified microgels. This resulted in MB 

uptake into both of the microgels. At pH 7.0, the APBA groups were neutralized, allowing MB to be released 

from the APBA-MG only. When the solution pH was again lowered to 3.0, the AAc groups are neutralized 

allowing MB to be released from the AAc-MG. Furthermore, we demonstrated that two different small 

molecules could be delivered to a system when triggered at specific pHs. These systems represent a 

versatile approach to sequentially delivering small molecules to a system, in a triggered fashion, with 

tuneable release kinetics. Importantly, their release behaviour can be easily tuned by simply changing the 

microgel chemistry, e.g., by generating reservoir devices from microgels that ionize at different solution 

pH. This would allow one to deliver various small molecules to a system triggered by a variety of solution 

pHs. This, combined with the tuneable release kinetics and the ability to array these devices on a single 

substrate, makes this delivery platform extremely versatile, powerful, and unique.  
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CONCLUSION AND FUTURE PROSPECTS 

 Although stimuli-responsive polymer-based systems have been known for many decades, it wasn't until 

relatively recently that their behaviour could be understood at a level deep enough to fully exploit their 

behaviour. This was initiated early on by theories used to describe the behaviour of polymers and polymer-

based materials, later supported by experiment. Stimuli-responsive polymers have been synthesized using 

a variety of techniques, and employed for myriad applications; we describe only some of their applications 

here. In the future, combining stimuli responsive polymers with biological systems, and nanoscale 

materials, a variety of new functions (and properties) will be accessible. This development needs to be 

supported by new theories that can describe the newly found behaviours such that the development of 

new materials can be done in a smart fashion to meet the needs of a specific application. Another challenge 

is to develop systems that respond to multiple external stimuli in an “intelligent” and predictable manner. 

These materials are required to support the development of biomimetic systems with long-term stability 

and durability. The concepts presented in this review encompass both the introductory theory needed to 

understand polymers, and some of their applications. A more complete picture of this broad and complex 

topic can be obtained from the referenced articles. 
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SERS BASED OPTICAL NANOSENSORS

INTRODUCTION

Metallic nanoparticles exhibit remarkable physical and chemical properties that are different

from those of the bulk metals. In the context of nanophotonics, a key property of these

nanostructures is the so-called localized surface plasmon resonance (LSPR), which is

generated by the collective oscillation of conduction electrons upon excitation with the

appropriate electromagnetic radiation (a laser beam). As a consequence of this excitation, a

high electromagnetic field is generated at the surface of the nanoparticle which can be

applied for the enhancement of spontaneous Raman scattering of the molecular species

placed in close vicinity to these surfaces. This effect gives rise to a new powerful analytical

tool, known as surface-enhanced Raman scattering (SERS) spectroscopy. The concept of

SERS sensors can be extended to two-photon excitation using SEHRS. Particularly for

applications in biological objects, sensors based on two-photon excitation benefit from

excitation at longer wavelengths in the near-IR. Moreover, due to selection rules different

from those of SERS, SEHRS spectra can provide additional molecular structural information on

native cellular molecules.



SURFACE ENHANCED RAMAN SCATTERING (SERS)

The surface enhanced Raman scattering (SERS) spectroscopy is based on the enhancement

of nanostructured metallic surface. The SERS effect was discovered in 1974 by Fleischman,

Hendra and McQuillan. The group reported an abnormally large Raman signal of pyridine

measured on top of a roughened silver electrode. The enhancement was initially attributed

to a punctual high concentration of adsorbed pyridine due to the extra surface area

generated by the redox cycles in the electrode.

SCHEMATIC OF SERS PHENOMENON. MOLECULES (BLUE DOTS) ARE ATTACHED TO Ag
OR Au NPs (ORANGE BALLS). FOR COMPARISON, THE TRANSMISSION ELECTRON



MICROGRAPH SHOWS SERS ACTIVE Au NANOAGGREGATE. THE SERS SPECTRUM

SHOWN HERE WAS COLLECTED FROM 10-9 M ADENINE IN A SOLUTION OF Ag
NANOAGGREGATES.

In 1977, two independent reports, by Jean Maire and Van Duyne and Albrecht and

Creighton, demonstrated that this intensity could not be accounted for by an increased

surface. In fact, both papers reported on a new physical phenomenon, giving rise to the idea

of the SERS cross section. They also noted that the scattering intensity from the adsorbed

molecules was 10 5 − 10 6 times stronger than that of conventional Raman signal making

SERS a powerful tool for sensing molecules in a trace amount, previously undetectable by

spontaneous Raman scattering spectroscopy. Nowadays, enhancement factors (EF) have

been reported up to 10 14− 10 15 -fold, which allows SERS to be sensitive enough to detect

single molecules. The EFs depend on the structure of the metal and on the nature of the

molecule. The most commonly used metallic surfaces for SERS are based on silver and gold

nanostructures, which bring together chemical stability with the appropriate optical

properties.

The equation shown above estimates the scattering signal for SERS. The total Stokes SERS

signal PSERS (νS) is proportional to the Raman cross section σRS
ads, the excitation laser intensity

I(νL), and the number of molecules N involved in the SERS process. σRS
ads describes the

Raman cross section of the molecule in contact with the metal compared to the cross

section σRS
free of a free molecule in a normal Raman experiment; thus, it includes the

chemical or electronic enhancement. A (νL) and A (νS) express the local enhancement

factors for the laser and for the Raman scattered field, respectively; accounting for the

electromagnetic enhancement.

SERS has been extended to other metals like copper, platinum, lithium, sodium, potassium,

indium, aluminium and rhodium. The signal enhancement provided by the metallic

nanostructures resolves the problem of the intrinsic inefficiency of the Raman process,

combining the ultrasensitive potential of this technique with the rich chemical and structural

information characteristic of the vibrational spectroscopy. Further, the fact that SERS can be

https://www.sciencedirect.com/topics/medicine-and-dentistry/spectroscopy


carried out under environmental or biological conditions make it an ideal detection platform

for (bio) chemical sensing, diagnostics, (bio)analytical chemistry, or environmental monitoring.

An additional benefit of SERS is that fluorescence is quenched for molecules close to the

surface, due to the additional relaxation pathway available through transfer of energy to the

metal surface, which facilitates signal detection.

The SERS effect has been deeply studied over the last 30 years. In general, two broad

enhancement mechanisms have been proposed, the electromagnetic mechanism (EM) and

the chemical (CT) mechanism. Nowadays, it is recognized that although EM is essential for

SERS, CT plays a key role in the really ultrasensitive application of the technique.[1-7]

ELECTROMAGNETIC ENHANCEMENT:

The SERS enhancement is due to an EM that is a direct consequence of the presence of the

metallic nanostructures (also known as optical enhancers). In fact, the EM can be

interpreted as, essentially, a redistribution of the electromagnetic field around the optical

enhancer. Electromagnetic field enhancement   exists as a result of resonances of the optical

fields with surface plasmons. This leads to a redistribution of field intensities in the vicinity

of nanoparticles resulting in areas of enhanced excitation intensities for the Raman process.

Plasmons are collective excitations of the surface conduction electrons that propagate along

the metal surface. At certain frequencies of incident light, these electrons become highly

polarizable, giving rise to large electromagnetic fields.

Additionally, based on the same resonance mechanism, nanostructures can be considered as

nano-antennas for transmitting and enhancing Raman scattered light. In general, the shift in

frequencies between excitation and scattered light is small as compared with the width of

the plasmon resonance. Therefore, laser and Raman scattered field gain are approximately

the same because of field enhancement. With A(νL) ∼ A(νS) ∼ A(ν), the electromagnetic

SERS enhancement scales with the fourth power of the field enhancement factor A(ν). The

electromagnetic enhancement is highly confined within a few nano-meters in the vicinity of

the metal nanoparticles. Electromagnetic field enhancement depends on the resonance

between plasmons and excitation and scattered fields, where plasmon frequencies are

determined by the material and the morphology of the metal nanostructures. [8-11]

CHEMICAL ENHANCEMENT:

The other mechanism postulated to occur in SERS is chemical enhancement. This effect

requires the vibrational probe to be chemically bound to the SERS substrate.



Chemical effects have been proposed to explain changes in the relative intensities (and

frequencies) in the vibrational modes of a molecule as compared with the normal Raman

spectra, and to account for perceived discrepancies between the maximum EFs found

experimentally and the maximum values from the electromagnetic calculations. The

proposed chemical mechanism is associated with two processes:

1. Charge-transfer states involving transitions from the Fermi level of the metal to an

unoccupied orbital of the molecule (or vice versa); and/or

2. Formation of a surface complex involving the metal and the analyte molecule, leading to a

change in the properties of the molecule (such as the possibility of resonance RS).

The surface complexation of the analyte to the metallic nanostructure makes possible the

transfer of charge. Basically, the enhancement proceeds via new electronic states, which

arise from the formation of the molecule–metal complex. These new states are believed to

be resonant intermediates in the RS. Thus, as opposed to the radiation being adsorbed or

scattered through the plasmons on the surface (electromagnetic enhancement), the

radiation is supposed to be absorbed into the metal. A hole is transferred into the

adsorbate–metal atom cluster, then RS occurs and excitation is transferred back into the

metal and re-radiation occurs from the metal surface.

Electromagnetic and chemical SERS enhancement can result in total enhancement factors on

the order of 1014. Still, the relative contributions of electromagnetic and chemical effects to

the total SERS enhancement and possible mechanism(s) behind a chemical enhancement

remain under discussion. Nevertheless, many experimental observations available so far and

theoretical results provide evidence that electromagnetic enhancement based on plasmon

resonances gives mostly important contribution to high SERS enhancement.

Local optical fields also provide the key effect for the observation of surface-enhanced hyper

Raman scattering (SEHRS). The enhancement of the 2-photon phenomenon of HRS is

analogous to the enhancement of 1-photon excited Raman signals in SERS. Interestingly, HRS

benefits even to a greater extent from the high local optical fields than normal Raman

scattering does in the case of SERS because of its nonlinear dependence on the enhanced

excitation field. The strong field enhancement for the two-photon process can compensate

for the extremely small cross section of HRS and allows the measurement of SEHRS spectra

at unexpectedly high signal level for a 2-photon process.[12-14]

SERS-ACTIVE SUBSTRATES:

In order to maximize the SERS effect, the optical enhancers should accomplish several

requirements including:



Large EFs, good reproducibility from one sample to another, stable SERS signal with time,

simple preparation process, and easiness to be applied to many analytes in parallel.

Moreover, these platforms should be inert, mechanically stable, and not lead to additional

spurious peaks in the SERS spectrum.

However, SERS cannot only be achieved and maximized through a detailed design of the

optical substrates, but also by improving the adsorption of the molecules of interest. For

these reasons, the fabrication of active optical substrates with optimized properties has

been a field of research with a great development during the last decades.

Nanotechnology shows potential applicability for the fabrication of new and specific

SERS-active platforms by producing, assembling and ordering nanostructures. In fact,

nanofabrication has solved two problems:

1. The engineering of well-defined structures which can be optimally tuned to maximize the

EF; and

2. The fabrication of reproducible SERS platforms, which is a key request for SERS to be

implemented as a quantitative analytical technique.

Normally, SERS has been obtained on electrodes, solid metal thin films and colloidal

dispersions. Nowadays, metallic nanoparticles are considered one of the main SERS

platforms. Since colloids are easy to produce in the laboratory and tend to generate large

EFs, most researchers are still involved in the development of colloid-based SERS. Metallic

nanoparticles are also of historical significance related to the development of SERS, as the

first single-molecule SERS (SM-SERS) detections were reported using colloid particles.

Besides, utilization of nanoparticles allows direct SERS analysis within the analyte natural

solution medium. The presence of the solvent and the Brownian motion of the

analyte–particle complexes minimize damage to the sample, even when using more

energetic laser lines and higher power at the sample for excitation. Also, colloidal metals can

also be used for the preparation of thin films, which add portability and versatility to on-field

SERS analysis, over the regular physical fabrication techniques such as sputtering, physical

vapour deposition or electron beam lithography, which are difficult to find in conventional

laboratories.[15]

FABRICATION OF SERS NANOSENSORS :

The key component for creating hybrid SERS nanosensors for biological applications is a

nanostructure that provides a high level of electromagnetic field enhancement. This is the



prerequisite for an intense and stable spectroscopic signature of the reporter but also for an

efficient and sensitive Raman probe of the cellular environment. Reporter molecules permit

detection and imaging of the sensor based on their specific SERS spectrum. Potential

reporters should be biocompatible molecules showing a strong and specific SERS spectrum.

Moreover, the nanostructures should be small enough to cross cell membranes, and they

should allow probing of cells without inducing any perturbation or toxicity. Measurements

can be performed on the second and millisecond time scales.

Schematic of a multifunctional surface-enhanced Raman scattering (SERS) nano sensor built from silver

nanoaggregates with Rose bengal as the reporter molecule attached along with its one- photon-excited

spectral signature. One photon-excited SERS spectra were collected using 785-nm continuous-wave light.

Reporter molecules permit detection and imaging of the sensor based on their specific SERS

spectrum. Potential reporters should be biocompatible molecules showing a strong and

specific SERS spectrum. In this way, SERS sensors can label and highlight cellular structures.

Also, gold or silver nanoparticles with reporter molecules attached that show a known and

calibrated pH-dependent SERS signature can act also as an intracellular pH meter. In general,

all three purposes can be combined, and the SERS signature of a reporter on a gold

nanoparticle can be obtained along with the enhanced Raman signature of its cellular

environment. As a further advantage, the SERS sensor can be functionalized using a specific

linker (targeting unit) so as to target specific cellular compartments or structures. This

functionalization of gold nanoparticles for targeted probing can be undertaken based on

established methods used for electron microscopy and other labelling methods.



So far, Ag and Au have been the metals that provide the highest enhancement observed in

SERS experiments with near-infrared excitation, yielding enhancement factors up to 14

orders of magnitude.[16-24]

APPLICATIONS OF SERS NANOSENSORS

Cellular microsensing

Smartly designed SERS tags can access information such as  on the complex processes taking
place in living cells that no other technique can, in situ monitoring of pH, gaseous content or
ROS during cell proliferation. 

The intra- and extracellular pH (pHi and pHe) values of living cells play a major role in the
physiology and pathology of diseases. The sensitive and reliable determination of these
values could be important for the early diagnosis of many medical conditions.
4-Mercaptopyridine (4MPy) and 4-mercaptobenzoic acid (4MBA) are the two pH sensing
molecules mostly used for SERS-based detection. They offer the possibility to monitor the
pH variations over a large window (pH 4 to 9) and they also show good chemical affinity
towards the surface of AuNPs.  Generally, NP uptake by living cells is governed by
endocytosis and it results in heterogeneous distribution. In order to achieve a targeted
uptake, the NPs can be modified with cell-penetrating peptides. Shen et al. prepared gold
nanorods functionalized with 4MPy and anchored a nucleus- or a mitochondrion-targeting
peptide on their surface. The localization of the SERS tags in the cells was confirmed by
super-high-resolution fluorescence imaging and biotransmission electron microscopy. As
proof of concept, a tumour and a normal cell line have been investigated. The NPs showed
good biocompatibility and the pH value, determined applying the ratiometric approach, of
tumour cells showed an acidic character as compared with normal cells. [25]



Intracellular pH sensing with targeted AuNP distribution due to a cell-penetrating peptide–mediated
method.

The presence of small molecules such as reactive oxygen species (ROS) in living cells can give

important information regarding the cellular microenvironment. ROS are formed as a natural

by-product of the normal metabolism of oxygen and have important roles in cell signalling

and homeostasis. These by-products are not Raman active in order to be directly detected

by SERS, molecules that show chemical reactivity with ROS have to be assembled on the

surface of the plasmonic NPs. For example, H2O2 was detected using

4-mercaptophenylboronic ester (4-MPBE), HClO with 2-mercapto-4-methoxy-phenol (MMP).

Environmental sensing -

Environmental sensing with molecular SERS sensors, is more application oriented. The aim is

to create accessible commercial analytical platforms that cover existing niches in

environmental and food monitoring. Due to their toxicity, the detection of heavy metal ions

is of special interest in environmental and food analyses.

For multi metal detection, Docherty et al. used a [O,N,N,O] tetradentate bis-Schiff base

ligand that was synthesized by reacting salicylaldehyde with 1,2-diaminoethane. With this



ligand, named salen, the researchers were able to detect Ni2+, Co2+, Cu2+ and Mn2+. Each

metal-salen complex results in significantly different SERS spectra. Thus, the unique spectral

shape could be used to identify which metal ion was present. Remarkable changes between

each of the complexes were recognized for the two peaks around 1600 cm−1. These two

bands are assigned to the C=N stretching of Schiff bases. For Cu2+, a strong band is observed

at 1641 cm−1 with a weaker band at 1597 cm−1. However, for Co2+ ions, this band shifts to

1628 cm−1 and 1597 cm−1. For Ni2+ and Mn2+, these bands again significantly shifted to

1628 cm−1, with a shoulder at 1600 cm−1 for nickel ions, and to 1621 cm−1 and 1597 cm−1 for

mangan ions, respectively. These bands were assigned to the C=N stretch of salen. Due to

the changes induced by the binding of different metal ions to the nitrogen atoms of the

Schiff base, the detected position of the bands around 1600 cm−1 was altered. Thus, these

peaks were used as marker bands for the identification and quantitation.[26]

Comparison of the baseline-corrected SERS spectra of the salen complexes studied, using

2.5-μM solutions of each metal ion. Salen, black; Ni(II), red; Cu(II), blue; Co(II), green;

Mn(II), orange (λex = 532 nm; acc. time = 10 s).

For the simultaneous detection of lead (Pb2+) and mercury (Hg2+), Shi et al. developed

silicon SERS chips including an internal standard sensing strategy. For the detection in

industrial wastewater, a silicon wafer was coated with Ag NPs as an internal standard

and the NPs were modified with 4-aminothiophenol (4-ATP). Pb2+/Hg2+-responsive

DNA strands were conjugated to the chip. The characteristic SERS band was found at

1322 cm−1 for FAM and at 1503 cm−1 for ROX, the marker band of 4-ATP (1079 cm−1)

was used for normalization. Thus, the LOD was found to be 99 pM (19.8 ppt) for



Pb2+ and 0.84 nM (168 ppt) for Hg2+ The specificity of this SERS application was

investigated by mixing twelve metal ions ( Zn2+, Ni2+, Na+, Mn2+, Mg2+, Fe2+, Cu2+, Co2+,

Ca2+, Ba2+, Pb2+, Hg2+) and the mixed samples containing Pb2+ and Hg2+ at a

concentration of 100 nM. Out of these twelve tested metals, only Pb2+ and

Hg2+ exhibit strong SERS responses at 1503 cm−1 or 1322 cm−1, respectively. To

demonstrate the application, the developed chip was combined with a portable

Raman microscope and employed for the simultaneous quantitative detection of

Hg2+ and Pb2+ in industrial wastewater. Thereby, the achieved relative standard

deviation values were less than 15%.[27]

a - Schematic of IS-Si@Ag NPs for Hg2+ and

 b - for Pb2+detection. 

c - SERS spectra of the functionalized silicon SERS chip in the presence of Pb2+ and

Hg2+ with the same concentrations ranging from 100 pM to 10 μM. Background (BG) stands for

the distilled water. 

d - Corresponding plots of the SERS intensities of the 4-ATP (1079 cm−1), FAM (1322 cm−1)

and ROX (1503 cm−1).



e - The linear fitting of the SERS relative intensities (IR = I1503/I1079) versus the logarithmic

Pb2+ concentration (1.0 × 10−10 to 1.0 × 10−5 M). 

f - The linear fitting of the SERS relative intensities (IR = I1322/I1079) versus the logarithmic

Hg2+ concentration (1.0 × 10−9 to 1.0 × 10−5 M).

Excitation wavelength, 633 nm; laser power, 0.2 mW.

RECENT DEVELOPMENTS

Uranium is one of the main natural nuclides for producing nuclear energy in a variety of

areas such as nuclear power and weapons. It may enter into the environment during the

process of mining, producing, utilizing and after-dealing, thus proposing a threat to human

health and environment because of its chemical and radiological toxicity. Uranium possesses

a number of forms under different conditions and the most stable one in aqueous solution is

uranyl UO2
2+, which is soluble in water and is able to migrate in the environment. As a result,

it is of great strategic importance to monitor the uranyl ion in the environment.

Uranyl can be detected by using SERS substrates coated with functionalized gold

nanoparticles. GNPs are functionalized with a complexing agent such as aminomethyl

phosphonic acid (APA). On a Raman spectrum, formation of stable uranyl-APA complex is

correlated to UO2
+ symmetric stretching vibrational changes at frequencies ranging between

800 and 900 cm−1. APA modification of GNPs offer enhanced Raman signal of uranyl at a

frequency of 828 cm−1. The quantitative performance of the APA modified GNP SERS sensor

suggests that it can detect the presence of uranyl at concentrations as low as 8E−05 M.

Furthermore, the APA modified GNPs are able to produce a distinct SERS signal of uranyl

even in the presence of interfering compounds such as humic acids, total organic carbon

(TOC) and nitrates.

SERS sensors utilising Ag as substrate material has also been employed for uranyl

determination. The presence of uranyl on the surface of thermally vapor deposited silver

nanoparticle caused appearance of stretching frequency at 700 cm−1 and disappearance of

854 cm−1 band because of interaction between them. Based on which, detection of uranyl



can be achieved with a detect limit of 40 nmol L−1. Silver nanoparticle modified reduced

graphene oxide (rGO) nanosheets was judiciously synthesized employing

dimethylformamide as reducing agent in the presence of polyvinylpyrolidone. The

composite material was applied for selective detection of uranyl ion. As low as 1 nmol L−1

uranyl could be detected when Al2O3 layers wrapped silver nanorods (AgNR@Al2O3) was

used as sensor, detection being stable and could be performed in acidic or basic solutions. A

rapid detection of uranyl ions was also achieved by self-assembly of silver nanoparticles on

modified silicon wafer.[28-35]

LIMITATIONS OF SERS BASED NANOSENSORS

Key limitations of the SERS technique are -

To obtain a large effect, SERS can be used only for adsorbates on a limited number of metal

surfaces in correctly prepared roughened form. The method requires intimate contact

between the enhancing surface and the analyte.

Limited re-usability of the substrates and problems with homogeneity and reproducibility of
the SERS signal within a substrate.

Contaminants that give strong surface enhancement can be detected in much lower
concentration than the adsorbate studied, leading to problems in identification.

Finally, there is a tendency in SERS for photodecomposition to occur on the surface.

Despite its limitations, the sensitivity of SERS, as well as its exceptional spectral selectivity,
has made SERS an attractive technique to detect a wide range of chemical species. SERS is
unique in providing a fascinating insight into the adsorption mechanisms of molecules on
suitable surfaces in situ.

CONCLUSION

After its discovery, SERS was primarily used to probe electrochemical reactions and
adsorption of molecular species on metal surfaces. Because of its inherent molecular
fingerprint specificity and potential for single-molecule detection, SERS became an attractive
tool for sensing molecules in trace amounts in the field of chemical analysis. Continuing
advancements in nanostructure fabrication have dramatically advanced SERS capabilities as
a powerful chemical sensing platform.



In parallel, advancements in the field of photonics has led to the availability of low-power,
compact, robust, inexpensive, field-deployable Raman systems. SERS based nanosensors and
labels offer several advantages over other optical sensors with respect to versatility,
sensitivity, selectivity, and biocompatibility. Future challenges include the development of
multifunctional SERS sensors with optimized plasmonic nanostructures as basic building
blocks. Plasmonic structures, as key components of SERS sensors, can offer high local optical
fields for sensitive diagnostic probing with SERS, with much lower acquisition times. This
later parameter is of paramount importance due to the sample volumes commonly screened
in actual medical practice. Utilizing the progress that has been made in the design of
SERS-encoded particles, the application of SERS nanosensors is about to revolutionize
bioanalysis.

SERS has been used to detect heavy metals, toxic anions, explosives, pesticides, toxic
industrial chemicals (TICs), and drugs. Consequently, SERS has great applicability in the areas
of homeland security, environmental monitoring, process control, and criminal forensics, and
has the potential to become the next generation sensor technology.
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❖ Introduction 

The use of carbon dioxide (CO2) as a building block for the production of 

chemicals is a topic of high interest and importance nowadays. From an 

industrial perspective, CO2 on the one hand is waste that is to be minimized, 

especially in the context of the global warming, but on the other hand is also a 

cheap and abundant C1 -building block. In this context, utilizing CO2 is not a 

new topic from an industrial perspective, but has been gaining more and more 

attraction over the last years due to the discussions about a raw material 

change away from fossil carbon sources and global warming. This review 

reflects potential industrially relevant approaches for the use of CO2 as an 

alternative building block in the synthesis of organic compounds which are 

produced on a significant industrial scale or for new CO2-based compounds, 

having the potential of scaling up.  This review will not focus on  the 

production of fuels like methanol based on CO2 , energy as well as hydrogen 

storage utilizing CO2 .For example for the synthesis of methanol, CO2 is 

nowadays used in significant amounts as a co-feed in the syngas-based route. 

Also for methodologies based only on CO2 and H2 , the technology using 

heterogeneous catalysts is relatively mature and currently being operated on a 

pilot scale. The utilization of carbon dioxide (CO2) as a sustainable and 

renewable one-carbon (C1) building block in organic synthesis has attracted 

great attention since it may provide access to profitable chemicals from an 

abundant, non-toxic, non-flammable and inexpensive resource. Among these 

transformations, synthesis of biologically and synthetically important six-

membered cyclic carbamates employing CO2 as building block represents one 

of the hottest and attractive research topics in the field. 
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❖ General Consideration 

CO2  , as the final product from the oxidation of organic molecules, is a very stable 
energetic molecule (ΔH0~ -400 KJ mole-1 ).It does not matter which organic product one 
wants to prepare using CO2 as the building block, the reaction needs a driving force, either 
from a higher energetic reaction partner (e.g., H2 , NH3 , epoxides, bases, metals, 
organometallics) or by energy input to the process (heat, light, electricity). Nevertheless, 
for a series of compounds it is an ideal building block and has been applied since decades 
for the synthesis of urea and inorganic as well as organic carbonates on a large industrial 
scale. Therefore, there is potential to extend the use of CO2 as a building block for 
industrial organic synthesis in near future within certain boundaries. 

For synthetic use, the CO2 must be relatively pure and available on chemical production 

sites. In certain processes, pure CO2 is isolated as a by-product, for example, from 

ammonia plants,   steam reforming units,   or ethylene oxide plants.  Despite the current 

use for the above-mentioned products, these processes are very large and much more 

pure CO2 is released to the atmosphere than can be utilized. Therefore, on bigger chemical 

production sites, pure CO2 for synthetic purposes is nowadays available in sufficient 

amounts to produce the chemicals discussed herein. For sure, one must   think about other 

CO2   sources (e.g., isolation from fuel gas or even the atmosphere), while going into a 

large-scale fuel production based on CO2 or if industry moves completely away from fossil 

carbon-based resources in a future scenario. 

 For an economic and sustainable utilization of CO2 in synthesis, it is essential that the 

reaction has a high atom economy, avoiding the formation of by-products and waste. 

Especially for the bulk chemicals mentioned in this review, the use of relatively expensive 

co-reagents which are delivering the driving force for the reaction but are ending up as 

wastes after the reaction is not desirable. For most of the reactions requiring at least 

stoichiometric amounts of co-reagents like organometallics, metals or bases. This review 

describes only synthetic protocols where the co-reagents used to drive the reaction are 

also relatively easy to regenerate. The overall energy consumption for a synthesis utilizing 

CO2 is equally important and must be critically evaluated and compared with other 

alternatives not employing CO2. 
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❖ Formic Acid and Carboxylation Reactions 
 
Formic acid (HCOOH; FA) and its derivatives such as formamides or formic acid esters can 
be easily accessed by the hydrogenation of CO2 using homogeneous or heterogeneous 
catalysts. Within the past 20 years, several catalytic systems have been reported for these 
transformations, including those involving the hydrogenations performed in the presence 
of inorganic bases (Scheme 1)                                
 
 

 
 

                                       ( Scheme 1) 

 

 
 

 

 
Current industrial routes for the Production of FA and its derivatives based on CO. 
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❖ Carboxylation of Olefins  
 

The carboxylation of olefins to the corresponding unsaturated carboxylic acids is another 

attractive way to use CO2 as a building block. The carboxylation of ethylene has the highest 

potential, since the formed sodium acrylate is the desired product and is currently used 

industrially on a multimillion ton scale for the production of super-adsorbents or 

dispersants.  This carboxylation reaction has been achieved in the last years by using 

homogeneous nickel or palladium catalysts in the presence of an appropriate sodium base. 

Use of NaOH itself results in the formation of a stable carbonate (NaHCO3) under a given 

CO2 pressure .Therefore, sodium bases that are basic enough to allow the sodium acrylate 

formation but do not form irreversible carbonates under the reaction conditions are 

needed. 

 After an extensive screening, it was found that certain sodium phenolates  and alkoxides 

like NatBuO  or NaiPrO do fulfill these requirements and can be used. As an example, use of 

a homogeneous Pd-dcpe catalyst  with NaO-t-Bu as the base and cyclohexylpyrrolidone as 

the solvent resulted in a TON of up to 514 in the first run (Scheme 2)                    

 

Scheme 2. arboxylation of ethylene in N-cyclohexylpyrrolidone (CHP) and N,N-

dibutylformamide (DBF) using [Pd(PPh3)4 ]/dcpe as the catalyst 
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From an economic perspective, the CO2 route is also of high interest.     

Additionally, under similar reaction conditions, it has been possible to carry out 

carboxylation  reactions with other olefins like butadiene or propylene, whereby the 

corresponding sodium salts of the unsaturated carboxylic acids were obtained(Scheme 3). 

 

Scheme 3.  Synthesis of sodium acrylates from olefins and CO2 using sodium tert-butoxide as 

base 

❖ Carboxylation of Aromatics  

The carboxylation of phenolate salts with CO2, named as the Kolbe–Schmitt 
reaction(Scheme 4), is one of the oldest processes in organic synthesis uses CO2 as a 
building block. This reaction is mainly employed to produce salicylic acid. The 
synthesis of salicylic acid from this route was first accomplished in 1860s. 
 
 

 
 

Scheme 4. Kolbe–Schmitt carboxylation of phenol to salicylic acid 
 

In spite of the technical usage of this reaction for the production of salicylic acid, its main 
drawback is the need for stoichiometric amounts of strong bases that results in the 
formation of stoichiometric amounts of salts as by-products, when the free acid is needed. 
Nevertheless, the whole reaction is driven by the salt formation step to achieve 
functionalisation of the aromatics with CO2.  
 
In a parallel context, a unique carboxylation reaction of α- alkylphenyl ketones has also 
been developed that utilizes UV irradiation for the production of o-acylphenylacetic 
acids(Scheme 5). Interestingly this methodology avoids the use of stoichiometric amounts 
of sacrificial reagents. Furthermore, the reaction has been proposed to proceed through 
the formation of highly reactive o-quinodimethane intermediates that are energetically 
susceptible to undergo cycloaddition reactions with CO2.  
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Scheme 5.Carboxylation of ortho-alkylphenyl ketones with CO2 under UV light irradiation. 
 

 

❖ Carboxylation of Alkynes  

 
The carboxylation of terminal alkynes to propargylic acids in the presence of bases is also 
well known. But its industrial applicability on a larger scale is limited by the fact that an 
acid has to be added to form the free carboxylic acid, which again results in stoichiometric 
salt formation as waste (usually propargylic acids were produced via oxidation of the 
corresponding propargylic alcohols).  
 

To overcome this issue, an elegant system was reported recently using propargylic acid 
salts as intermediates to produce alcohols. By using tetramethylpiperidine (TMP) as the 
base, the carboxylation of alkynes was achieved with a copper catalyst (Scheme 6). This 
salt could further be hydrogenated in two steps to the corresponding saturated alcohol 
and the free amine, which can be recycled back to the first step. No stoichiometric 
amounts of salts were formed as waste in this approach. 
 
If successfully transferred to acetylene, the most frequently used alkyne in the industry, 
this concept could allow access to the bulk chemical 1,4-butanediol based on CO2 , 
acetylene and H2 without the use of formaldehyde (1,4-butanediol is currently mainly 
produced by the reaction of acetylene with formaldehyde to afford 1,4-butynediol 
followed by hydrogenation).  
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Scheme 6.Sequential synthesis of alcohols by carboxylation of terminal alkynes 
 
 

❖ Lactones from Dienes  
 

The telomerization of butadiene with CO2 by using homogeneous Pd catalysts has been 
known since the 1970s.  Subsequent research initiatives over the past years have led to 
catalytic systems constituting Pd associated with phosphine ligands that provide the 
best selectivities towards the unsaturated 𝛿-lactone (3-ethylidene-6-vinyltetrahydro-
2H-pyran-2-one), without the use of stoichiometric reagents (Scheme 7) 
 

 
 

Scheme 7.Palladium-catalyzed telomerization of 1,3-butadiene and CO2 to a 𝛿-lactone  
 

In industries, extraction technique is being used to carry out telomerization,where the δ -

lactone is extracted out of the product mixture [after evaporating the reaction solvent 

(MeCN)] by using a solvent such as 1,2,4-butanetriol and the catalyst left behind is 

recycled back to the reactor (Scheme 8). 
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Scheme 8.Continuous miniplant for the telomerization of 1,3-butadiene and CO2 to a 𝛿-

lactone using extractivecatalyst recycle. 

 

Due to the straightforward approaches available for its synthesis, the δ -lactone was 
further evaluated as a potential platform chemical for its transformation into a variety of 
chemical intermediates.  For example, starting from butadiene by following a two step 
hydrogenation route, 2-ethylheptanoic acid can be obtained in excellent yields through 
the δ -lactone intermediate, on the other hand a methoxycarbonylation, followed by 
hydrogenation of the δ -lactone resulted in a branched C10-diol(Scheme 9).  
Although the products derived from the δ –lactone are discussed as new intermediates but 
so far, they do not fit in existing industrial value chains like those for polymers. Therefore, 
the potential of these intermediates and the resulting products must be further evaluated 
to determine whether or not they are economic alternatives to the current related 
products. 

 

 
 

Scheme 9.Three-step process for the synthesis of 2-ethylheptanoic acid                             
starting from 1,3-butadiene and CO2. 
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❖ Organic Carbonates 

Linear and cyclic organic carbonates are widely used in the chemical industry as solvents, 
alkylating agents, monomers or in transesterification reactions. The most important 
carbonates are dimethyl carbonate (DMC), diethyl carbonate (DEC), diphenyl carbonate 
(DPC), ethylene carbonate (EC) as well as propylene carbonate (PC) and they are 
produced on an overall scale of a several 100 kilotons p.a. 
 

❖ Linear Carbonates 

 
Linear carbonates are nowadays mainly produced by two different route: (i) the oxidative 

carbonylation of an alcohol, whereby good yields and selectivities are achieved ( right 

arrow) and (ii) the transesterification of PC with methanol, which is nowadays the major 

industrial route for the synthesis of DMC in China. lower arrow).  Also carbonates like 

diphenyl carbonate (DPC) are best obtained by reacting dimethyl carbonate (DMC) with 

phenol. The conventional COCl2 route ( left arrow) is nowadays hardly used for the 

synthesis of bulk carbonates. 

 

Comparison  of routes for the synthesis of dimethyl carbonate (DMC) 

The transesterification of PC, made from propylene oxide and CO2 is an indirect way to 

utilize CO2 in the synthesis of linear carbonates. As a significant amount of industrially 

produced propylene oxide is anyway transformed to propylene glycol by hydrolysis, one 

can get to DMC by a process based on the CO2 utilization route without forming any 

unwanted by-products or the need for additional drying agents. Drawbacks of this method 
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are 1) the energy consumption to separate the azeotropes is very high 2) not much 

economic. 

There are many other methods to convert CO2 into linear carbonates- 

Mitubishi heavy industries 

 

Toshiyasu Sakakura et.  al. 

 

Asahi Kasei Chemical Corporation 

 

X. Hu and Y. Wu et. al 
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❖ Cyclic Carbonates 

Five-membered cyclic carbonates are usually obtained by the reaction of the 
corresponding oxiranes with CO2 .The driving force for this reaction is the high energy 
content of the oxirane. Industrially EC and PC are produced on a significant scale, starting 
from the corresponding ethylene and propylene oxides. 
A broad series of substituted cyclic carbonates was also formed in moderate to good 

yields, from the corresponding oxiranes, whereby also different catalysts are applied. But 

in all these cases, first the reactive oxiranes must be produced, in order to utilize CO2 as 

the building block.The cyclic carbonates can also be obtained from 1,2- or 1,3-diols, but 

like linear alkyl carbonates, the yields in the equilibrium are usually low when no water 

trapping agent is added . In the presence of water trapping agents like a zeolite or 2-

cyanopyridine, from which the corresponding amide is formed via hydrolysis, significantly 

higher yields of the cyclic carbonate of up to 99% are possible. Another interesting cyclic 

carbonate is glycerol carbonate, which can be used as a bio-based monomer or solvent. It 

is usually produced by the reaction of DMC with glycerol, but can also be obtained directly 

from glycerol and CO2. 

Synthesis of five-membered cyclic carbonates from oxiranes. 

 

Recent synthesis routes for cyclic carbonates from CO2 and epoxides. 

    

Synthesis of cyclic carbonates from CO2 and diol. 
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Direct synthesis of glycerol carbonates from CO2 and glycerol.

 

 

❖ Polycarbonates and Polyetherol Carbonates 

The copolymerization of propylene oxide with CO2 using ZnEt2 in combination with water 
was first reported in 1969 and the synthesis of polycarbonates and polyetherols based on 
the copolymerization of oxiranes with CO2 has attracted a lot of attention during the last 
years. From an industrial point of view, this reaction highly is attractive: (i) it is in 
principle by-product free, (ii) it does not require the addition of stoichiometric co-
reagents, (iii) the products contain up to 50% CO2 /O2 and especially the oxiranes 
ethylene oxide and propylene oxide are industrially available on a large scale. 
 
For the synthesis of polycarbonates, several active catalysts based on Zn or Co 
were reported.Unfortunately, the pure polymers based on ethylene oxide and propylene 

oxide do not show very good properties thus limiting their commercial attractiveness, but 

they can be utilized in blends with other polymers. The first commercial application of 

these polycarbonates was announced by SK innovation under the brand GreenPol. 
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❖ Linear Carbamates and Isocyanates 

Isocyanates are important monomers produced on a large scale, and are mainly used for 
the production of polyurethanes. Currently, most of the isocyanates are produced by 
reacting the corresponding amines with phosgene. But this method is a bit costly(energy 
consumption, investments). Therefore, phosgene-free alternatives for isocyanate 
synthesis were investigated. One approach is the use of CO2 -based carbamates as 
intermediates in isocyanate synthesis. 
Carbamates can, in principle, be accessed by the reaction of the corresponding amine with 
CO2 in the presence of an alcohol(Scheme 10). For the technically not relevant 
benzylamine or aminomethylcyclohexane, the carbamates are directly accessible in good 
yields without the use of drying agents, but this attempt fails for the commercially 
relevant aromatic amines like aniline. 

 
Scheme 10.Synthesis of carbamates directly from amine, CO2 and alcohol. 
 
Different concepts were presented to prepare aromatic carbamates based on CO2 as the 
building block. In a concept reported by BASF, the initial step involves the production of 
ethylene carbonate from ethylene oxide and CO2. By using 2-butanol, a transesterification 
is performed to obtain diisobutyl carbonate and ethylene glycol as a valuable by-product. 
The linear carbonate is then reacted with toluenediamine to afford the corresponding bis-
carbamate and 2-butanol. For high conversions, sodium 2-butylate is required as a co-
reagent, which has to be synthesized in another energy-demanding step from the alcohol 
and NaOH. The obtained bis-carbamate can then be thermally cracked to the bisisocyanate 
and 2- butanol, which is recycled in to the carbonate formation step(Scheme 11). 

 
Scheme 11.Process concept for the combined production of ethylene glycol (EG) and 2,4-
toluene diisocyanate (TDI). 
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To simplify the synthesis of the carbamates based on CO2 , the Ashai concept for the 
production of carbonates based on CO2 and organotin reagents was modified for the 
synthesis of carbamates (Scheme 12). 

 
Scheme 12.Organotin(IV) alkoxide-catalyzed synthesis of industrially relevant carbamates 
and isocyanates. 

  

❖ Methylation Reactions 
 

❖ N-Methylation 
 
CO2 in combination with H2 can also be utilized in several N-methylations so far achieved 
on different substrates by the use of homogeneous ruthenium-triphos catalysts in 
combination with additives like acids or LiCl or with heterogeneous catalysts.  
 

 
 
Scheme 13.General scheme for the N-methylation of amines using CO2 and H2. 
 

In the state of the art production of bulk methylamines, usually MeOH is employed as the 
methylating agent with the use of heterogeneous catalysts. MeOH-based methyl- and 
dimethylamine routes are frequently used to introduce methylamine functionalities. For 
an industrial application, the CO2 /H2- based routes have to be competitive with the 
established and optimized systems based on MeOH, especially as MeOH can easily be 
obtained from CO2 /H2. Using Ru-triphos with Al(OTf)3 as co-catalyst, trimethylamine is 
accessible from ammonia and CO2 /H2 (Scheme 14). 
 

 
 

Scheme 14.Synthesis of trimethylamine TMA from NH3 with CO2 and H2 
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The reaction proceeds via formamides as intermediates, which are further deoxygenated 
to the N-methylamines. The Ru-triphos system can also be used for a series of other 
aliphatic and aromatic amines, as shown by the groups of Beller, Klankermayer and 
Leitner during the last years (Scheme 15). 
 
 

 
  

Scheme 15.N-Methylation of aliphatic and aromatic amines using CO2 and H2. 
 
For aromatic diamines, a selective N-monomethylation is possibly, which is difficult to 
achieve when MeOH and the established catalysts are used. 
 
 
 

 
 

   Selective N-monomethylation of diamines 
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                     Sequential hydrogenation/N-methylation of acetanilide, indole and imines. 
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Scheme 16.Application of N-methylation for the synthesis of the antifungal agent 
butenafine with CO2 and H2 in comparison to the established methods.  
 
 
 

➢ C-Methylation 
 

Like in the N-methylation, CO2 /H2 can also be used for the methylation of aromatic 
compounds to replace MeOH as the CH3 source. For example, heteroarenes can be 
methylated on the heteroarene ring by again using a Ru-triphos catalyst in combination 
with an acidic co-catalyst (Scheme 17). 
 

 



 
20 

 

 

 
 
 

Scheme 17.C–H methylation of heteroarenes with CO2 and H2 
 
It is also possible to perform the methylation on electron-rich arenes at temperatures of 

up to 160°C (Scheme 18).This approach could be an alternative to the methylation of 

electron-rich arenes, like phenol to ortho-cresol with MeOH which is carried out at 350–

400°C in the liquid phase, if the reaction could be extended to the less reactive phenol and 

related substrates.  

 

Scheme 18.C–H methylation of arenes with CO2 and H2 
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❖ Conclusion 

The utilization of CO2 as a building block to produce a wide variety of chemicals and 
materials poses a challenge but also provides new opportunities to diverse industrial 
methods.. Within the large number of reports in the last decades on the utilization of CO2 

as a building block, several methods have the potential for industrial usage. For example, 
Polyetherol carbonates and polycarbonates synthesis based on CO2 are starting to be 
commercialized and will extend the industrial portfolio on CO2 -based chemicals. On the 
other hand, many other approaches are not competitive yet in the current stage of 
development compared to the state of the art routes, due to a significantly higher energy 
consumption or the use of expensive co-reagents. But as a shift away from the fossil 
carbon sources is only a matter of time, there is still a high demand to develop new and 
elegant concepts for a sustainable and economic utilization of CO2 as a building block in 
industrial organic synthesis. 
 

❖ Acknowledgement 
 

I would like to express my special thanks to my guide Dr. Somjit Hajra for his guidance and 

support in completing my presentation. I would also like to extend my gratitude to Dr. 

Sebanti Basu and to all the Professors of the chemistry department for guiding me in the 

completion of the presentation.  

 
 

❖ Reference 
 

[1] T. Schaub, R. A. Paciello, M. Limbach, in: Applied Homogeneous Catalysis with 

Organometallic Compounds: 

 A Comprehensive Handbook in Four Volumes, (Eds.: B. Cornils, W. A. Hermann, M. 

Beller, R. A. Paciello),  

Wiley-VCH, Weinheim, 2018, pp 1601–1614. 

[2] S. Topham, A. Bazzanella, S. Schiebahn, S. Luhr, L. Zha, A. Otto, D. Stolten, in 

UllmannQ s Encyclopaedia of Industrial Chemistry, Wiley-VCH, Weinheim, 2014,  

      DOI: 10.1002/14356007.a05 165.pub2. 

       [3] R. Schlçgel, (Ed.), Chemical Energy Storage, de Gruyter, Berlin, Boston, 2013. 

 [4] J. H. Meessen, in: UllmannQ s Encyclopedia of Industrial Chemistry, Wiley-VCH, 

Weinheim, 2012, Vol. 37, pp 657–695. 



 
22 

 

[5] a) J. Ott, V. Gronemann, F. Pontzen, E. Fiedler, G. Grossmann, D. B. Kersebohm, G. 

Weiss, C. Witte, in: UllmannQ s Encyclopedia of Industrial Chemistry, Wiley-VCH, 

Weinheim, 2012,  

DOI: 10.1002/ 14356007.a16 465.pub3; b) E. Kunkes, M. Behrens, in: Chemical Energy 

Storage, 

 (Ed.: R. Schlçgel), de Gruyter, Berlin, Boston, 2013; pp 413–443; c) http:// 

carbonrecycling.is/george-olah/ (accessed 25.08.2018). 

[6] F. Ausfelder, A. Bazzanelle, Diskussionspapier: Verwertung und Speicherung von 

CO2, 2008, Dechema, Frankfurt.a) W. Leitner, Angew. Chem 1995, 107, 2391–2405; 

Angew. Chem. Int. Ed. Engl. 1995, 34, 2207–2221; b) P. G. Jessop, T. Ikariya, R. Noyori, 

Chem. Rev. 1995, 95, 259–272; c) P. G. Jessop, F. Jol , C.-C. Tai, Coord. Chem. Rev. 2004, 

248, 2425–2442; d) P. G. Jessop, in: The Handbook of Homogeneous Hydrogenation, 

(Eds.: J. G. de Vries, C. J. Elsevier), WileyVCH, Weinheim, 2008, pp 489–511; e) W. 

Wang, S. Wang, X. Ma, J. Gong, Chem. Soc. Rev. 2011, 40, 3703–3727; f) M. Aresta, A. 

Dibenedetto, A. Angelini, Chem. Rev. 2014, 114, 1709–1742; g) W.-H. Wang, Y. Himeda, 

J. T. Muckerman, G. F. Manbeck, E. Fujita, Chem. Rev. 2015, 115, 12936–12973; h) J. 

Klankermayer, W. Leitner, Science 2015, 350, 629–630; i) G. H. Gunasekar, K. Park, K. D. 

Jung, S. Yoon, Inorg.  

Chem. Front. 2016, 3, 882–895; j) A. _ lvarez, A. Bansode, A. Urakawa, A. V. Bavykina, T. 

A. Wezendonk,  

M. Makkee, J. Gascon, F. Kapteijn, Chem. Rev. 2017,117, 9804–9838; k) W.-H. Wang, X. 

Feng, M. Bao, in: Transformation of Carbon Dioxide to Formic Acid and Methanol, 

Springer, Singapore, 2018, pp 7–42. 

[10] S. C. E. Stieber, N. Huguet, T. Kageyama, I. Jevtovikj, P. Ariyananda, A. Gordillo, S. A. 

Schunk, F. Roming 

er, P. Hofmann, M. Limbach, Chem. Commun. 2015, 51, 10907–10909.  

       

      [7] S. Manzini, N. Huguet, O. Trapp, T. Schaub, Eur. J. Org. Chem. 2015, 7122–7130. 

 

      [8] S. Manzini, A. Cadu, A. C. Schmidt, N. Huguet, O. Trapp, R. Paciello, T. Schaub, 

ChemCatChem 2017, 9,  

      2269–2274. 

      [9] a) H. Kolbe, Justus Liebigs Ann. Chem. 1860, 113, 125–127; b) A. S. Lindsey, H. 

Jeskey, Chem. Rev.1957, 57, 583–620 

     

 



 
23 

 

 

   [10] For selected examples of Kolbe–Schmitt carboxylation, see: a) D. Cameron, H. 

Jeskey,  

     O. Baine, J.Org. Chem. 1950, 15, 233–236; b) J. Cason, G. O. Dyke, J. Am. Chem. Soc. 1950, 

72, 621–622;  c) O. Baine, G. F. Adamson, J. W. Barton, J. L. Fitch, D. R. Swayampati, H. J. 

Jeskey, J. Org. Chem. 1954, 19,  510–514; d) F. Wessely, K. Benedikt, H. Benger, H. 

Friedrich, F. Prillinger, Monatsh. Chem. 1950, 81, 1071–1091; e) J. M. Gnaim, B. S. Green, R. 

Arad-Yellin, P. M. Keehn, J. Org. Chem. 1991, 56, 4525–4529; f) Y. Kosugi, Y. Imaoka, F. 

Gotoh, M. A. Rahim, Y. Matsui, K. Sakanishi, Org. Biomol. Chem. 2003, 1, 817–821; g) Z. 

Markovic´, S. Markovic´, N. Begovic´, J. Chem. Inf. Model. 2006, 46, 1957–1964; h) Z. 

Markovic 

´, S. Markovic´, N. Manojlovic´, J. Predojevic´-Simovic´, J. Chem. Inf. Model. 2007, 47, 1520–

1525; i) X. Yan, Z. Cheng, Z. Yue, P. Yuan, Res. Chem. Intermed. 2014, 40, 3059– 3071. 

 

   [11] a) L. J. Gooßen, N. Rodr& guez, F. Manjolinho, P. P. Lange, Adv. Synth. Catal. 2010, 

352, 2913–2917; b) X.  

Zhang, W.-Z. Zhang, X. Ren, L.-L. Zhang, X.-B. Lu, Org. Lett. 2011, 13, 2402–2405; c) D. Y. Yu, 

Y. G.Zhang, Green Chem. 2011, 13, 1275–1279; d) D. Yu, M. X. Tan, Y. Zhang, Adv. Synth. 

Catal. 2012, 354, 969–974; e) M. Arndt, E. Risto, T. Krause, L. J. Gooßen, ChemCatChem 

2012, 4, 484–487. 

 

  [12] K. Buchmuller, N. Dahmen, E. Dinjus, D. Neumann, B. Powietzka, S. Pitter, J. Schon, 

Green Chem. 2003, 5, 218–223.  

  

  [13] A. Behr, M. Becker, Dalton Trans. 2006, 4607–4613.  

 

  [14] A. Behr, P. Bahke, B. Klinger, M. Becker, J. Mol. Catal. A: Chem. 2007, 267, 149–156. 

 

  [15] H. J. Buysch, in: UllmannQ s Encyclopaedia of Industrial Chemistry, Vol. 7, Wiley-

VCH, Weinheim, 2012, pp 45–71. 

 

  [16] T. Sakakura, K. Kohno, Chem. Commun. 2009, 1312– 1330. 

 

  [17] Reviews highlighting the direct synthesis of linear carbonates from CO2 and alcohol 

and references therein: a) K. Shukla, V. C. Srivastava, RSC Adv. 2016, 6, 32624–32645; b) 



 
24 

 

N. Kindermann, T. Jose, A. W. Kleij, Top. Curr. Chem. 2017, 375, 15; c) A. A. Chaugule, A. H. 

Tamboli, H. Kim, Fuel 2017, 200, 316–332;  

d) H.-Z. Tan, Z.-Q. Wang, Z.-N. Xu, J. Sun, Y.-P. Xu, Q.-S. Chen, Y. Chen, G.-C. Guo, Catal. Today 

2018,  

doi.org/10.1016/j.cattod.2018.02.021. 

 [18] J. Steinbauer, T. Werner, ChemSusChem 2017, 10, 3025–30 

 

 [19] M. Aresta, A. Dibenedetto, F. Nocito, C. Pastore, J. Mol. Catal. A 2006, 257, 149–153.  

  [20] L. P. Ozorio, C. J. A. Mota, ChemPhysChem 2017, 18, 3260–3265.29. 

 

  [21] R. Ugajin, S. Kikuchi, T. Yamada, Synlett 2014, 25, 1178–1180.  

 

  [22] H.-F. Jiang, A.-Z. Wang, H.-L. Liu, C.-R. Qi, Eur. J. Org. Chem. 2008, 2309–2312. 

 

  [23] a) C. Gg rtler, in: Technologie fg r Nachhaltigkeit und Klimaschutz - Chemische 

Prozesse und stoffliche Nutzung von CO2 , (Eds.: A. Bazzanella, D. Kr- mer), DECHEMA, 

Frankfurt, 2017, pp 44–49; b) A. Wolf, in:  

Technologie fg r Nachhaltigkeit und Klimaschutz - Chemische Prozesse und stoffliche 

Nutzung von CO2,  

(Eds.: A. Bazzanella, D. Kr- mer), DECHEMA, Frankfurt, 2017, pp 32–36. 

 

  [24] G. Reuss, W. Disteldorf, A. O. Gamer, A. Hilt, in: UllmannQ s Encyclopaedia of 

Industrial Chemistry, Vol. 15,  

Wiley-VCH, Weinheim, 2012, pp 735–768. 

  [25] K. I. Tominaga, Y. Sasaki, Catal. Commun. 2000, 1, 1– 3. 

 

  [26] Q. Liu, L. Wu, I. Fleischer, D. Selent, R. Franke, R. Jackstell, M. Beller, Chem. Eur. J. 

2014, 20, 6888–  

6894.  

 [27] V. K. Srivastava, P. Eilbracht, Catal. Commun. 2009, 10, 1791–1795.  

 

 [28] P. Kalck, M. Urrutigoity, Chem. Rev. 2018, 118, 3833– 3861.  

 

 [29] Y. Li, I. Sorribes, T. Yan, K. Junge, M. Beller, Angew. Chem. 2013, 125, 12378–12382; 

Angew. Chem. Int. Ed. 2013, 52, 12156–12160.  



 
25 

 

[30] K. Beydoun, T. V. Stein, J. Klankermayer, W. Leitner, Angew. Chem. 2013, 125, 9733–

9736; Angew. Chem. Int. Ed. 2013, 52, 9554–9557.  

 

[31] K. Beydoun, G. Ghattas, K. Thenert, J. Klankermayer, W. Leitner, Angew. Chem. 2014, 

126, 11190–11194; Angew. Chem. Int. Ed. 2014, 53, 11010–11014 

 

[32] K. Beydoun, K. Thenert, E. S. Streng, S. Brosinski, W. Leitner, J. Klankermayer, 

ChemCatChem 2016, 8,  

135–138[137] Y. Li, X. Cui, K. Dong, K. Junge, M. Beller, ACS Catal. 2017, 7, 1077–1086. 

[33] a) S. V. Gredig, R. A. Koeppel, A. Baiker, J. Chem. Soc. Chem. Commun. 1995, 73–74; b) 

S. V. Gredig,  

R. A. Koeppel, A. Baiker, Catal. Today 1996, 29, 339– 342; c) S. V. Gredig, R. A. Koeppel, A. 

Baiker, Appl.  

Catal. A: General 1997, 162, 249–260; d) K. Kon, S. M. A. H. Siddiki, W. Onodera, K. I. 

Shimizu, Chem.  

Eur. J. 2014, 20, 6264–6267; e) X. Cui, X. Dai, Y. Zhang, Y. Denga, F. Shi, Chem. Sci. 2014, 5, 

649–655;  

f) X. Cui, Y. Zhang, Y. Deng, F. Shi, Chem. Commun. 2014, 50, 13521–13524; g) G. Tang, H.-

L. Bao, C. Jin,  

X. H. Zhong, X. L. Du, RSC Adv. 2015, 5, 99678– 99687; h) X. L. Du, G. Tang, H. L. Bao, Z. 

Jiang,  

X. H. Zhong, D. S. Su, J. Q. Wang, ChemSusChem 2015, 8, 3489–3496. 

[34] P. Roose, in: UllmannQ s Encyclopedia of Industrial Chemistry, Wiley-VCH, Weinheim, 

2015, 

 DOI: 10.1002/14356007.a16 535.pub5.  

 

[35] P. Roose, K. Eller, E. Henkes, R. Rossbacher, H. Hçke, in: UllmannQ s Encyclopedia of 

Industrial  

Chemistry, Wiley-VCH, Weinheim, 2015, DOI: 10.1002/14356007.a02 001.pub2.  

 

[36] Y. Li, T. Yan, K. Junge, M. Beller, Angew. Chem. 2014, 126, 10644–10648; Angew. 

Chem. Int. Ed. 2014, 53, 10476–10480.  

 

[37] H. G. Franck, J. W. Stadelhofer, in Industrielle Aromatenchemie, Springer Verlag, 

Berlin, 1987, p 173. 

 



 
1 

 

A review on 

Utilization OF Waste CO2 as a Building 

Block  from an Industrial perspective 

 

 

 

     Roll No.                                – 223/CEM/191032 

     Registration No.               – 114-1221-0387-16 

     Special Paper                     – CHEM-SO44 

     Name of the candidate   – Srabani Dutta 

     Name of the examiner    – Dr. Sebanti Basu 

 

 

 

 

 - - - - -  - - - - - - - - -  

Signature of the candidate                            Signature of the examiner 



 
2 

 

➢ Contents 

 

❖ Introduction 

❖ General consideration 

❖ Formic Acid and Carboxylation Reactions 

❖ Carboxylation of olefins  

❖ Carboxylation of aromatics 

❖ Carboxylation of alkynes 

❖ Lactones from dienes 

❖ Organic carbonates 

❖ Polycarbonates and Polyetheral carbonates 

❖ Methylation reactions 

❖ Conclusion 

❖ Acknowledgement  

❖ Reference 

  



 
3 

 

❖ Introduction 

The use of carbon dioxide (CO2) as a building block for the production of 

chemicals is a topic of high interest and importance nowadays. From an 

industrial perspective, CO2 on the one hand is waste that is to be minimized, 

especially in the context of the global warming, but on the other hand is also a 

cheap and abundant C1 -building block. In this context, utilizing CO2 is not a 

new topic from an industrial perspective, but has been gaining more and more 

attraction over the last years due to the discussions about a raw material 

change away from fossil carbon sources and global warming. This review 

reflects potential industrially relevant approaches for the use of CO2 as an 

alternative building block in the synthesis of organic compounds which are 

produced on a significant industrial scale or for new CO2-based compounds, 

having the potential of scaling up.  This review will not focus on  the 

production of fuels like methanol based on CO2 , energy as well as hydrogen 

storage utilizing CO2 .For example for the synthesis of methanol, CO2 is 

nowadays used in significant amounts as a co-feed in the syngas-based route. 

Also for methodologies based only on CO2 and H2 , the technology using 

heterogeneous catalysts is relatively mature and currently being operated on a 

pilot scale. The utilization of carbon dioxide (CO2) as a sustainable and 

renewable one-carbon (C1) building block in organic synthesis has attracted 

great attention since it may provide access to profitable chemicals from an 

abundant, non-toxic, non-flammable and inexpensive resource. Among these 

transformations, synthesis of biologically and synthetically important six-

membered cyclic carbamates employing CO2 as building block represents one 

of the hottest and attractive research topics in the field. 
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❖ General Consideration 

CO2  , as the final product from the oxidation of organic molecules, is a very stable 
energetic molecule (ΔH0~ -400 KJ mole-1 ).It does not matter which organic product one 
wants to prepare using CO2 as the building block, the reaction needs a driving force, either 
from a higher energetic reaction partner (e.g., H2 , NH3 , epoxides, bases, metals, 
organometallics) or by energy input to the process (heat, light, electricity). Nevertheless, 
for a series of compounds it is an ideal building block and has been applied since decades 
for the synthesis of urea and inorganic as well as organic carbonates on a large industrial 
scale. Therefore, there is potential to extend the use of CO2 as a building block for 
industrial organic synthesis in near future within certain boundaries. 

For synthetic use, the CO2 must be relatively pure and available on chemical production 

sites. In certain processes, pure CO2 is isolated as a by-product, for example, from 

ammonia plants,   steam reforming units,   or ethylene oxide plants.  Despite the current 

use for the above-mentioned products, these processes are very large and much more 

pure CO2 is released to the atmosphere than can be utilized. Therefore, on bigger chemical 

production sites, pure CO2 for synthetic purposes is nowadays available in sufficient 

amounts to produce the chemicals discussed herein. For sure, one must   think about other 

CO2   sources (e.g., isolation from fuel gas or even the atmosphere), while going into a 

large-scale fuel production based on CO2 or if industry moves completely away from fossil 

carbon-based resources in a future scenario. 

 For an economic and sustainable utilization of CO2 in synthesis, it is essential that the 

reaction has a high atom economy, avoiding the formation of by-products and waste. 

Especially for the bulk chemicals mentioned in this review, the use of relatively expensive 

co-reagents which are delivering the driving force for the reaction but are ending up as 

wastes after the reaction is not desirable. For most of the reactions requiring at least 

stoichiometric amounts of co-reagents like organometallics, metals or bases. This review 

describes only synthetic protocols where the co-reagents used to drive the reaction are 

also relatively easy to regenerate. The overall energy consumption for a synthesis utilizing 

CO2 is equally important and must be critically evaluated and compared with other 

alternatives not employing CO2. 
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❖ Formic Acid and Carboxylation Reactions 
 
Formic acid (HCOOH; FA) and its derivatives such as formamides or formic acid esters can 
be easily accessed by the hydrogenation of CO2 using homogeneous or heterogeneous 
catalysts. Within the past 20 years, several catalytic systems have been reported for these 
transformations, including those involving the hydrogenations performed in the presence 
of inorganic bases (Scheme 1)                                
 
 

 
 

                                        Scheme 1 

 

 
 

 

 
Current industrial routes for the Production of FA and its derivatives based on CO. 
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❖ Carboxylation of Olefins  
 

The carboxylation of olefins to the corresponding unsaturated carboxylic acids is another 

attractive way to use CO2 as a building block. The carboxylation of ethylene has the highest 

potential, since the formed sodium acrylate is the desired product and is currently used 

industrially on a multimillion ton scale for the production of super-adsorbents or 

dispersants.  This carboxylation reaction has been achieved in the last years by using 

homogeneous nickel or palladium catalysts in the presence of an appropriate sodium base. 

Use of NaOH itself results in the formation of a stable carbonate (NaHCO3) under a given 

CO2 pressure .Therefore, sodium bases that are basic enough to allow the sodium acrylate 

formation but do not form irreversible carbonates under the reaction conditions are 

needed. 

 After an extensive screening, it was found that certain sodium phenolates  and alkoxides 

like NatBuO  or NaiPrO do fulfill these requirements and can be used. As an example, use of 

a homogeneous Pd-dcpe catalyst  with NaO-t-Bu as the base and cyclohexylpyrrolidone as 

the solvent resulted in a TON of up to 514 in the first run.                   

 

Carboxylation of ethylene in N-cyclohexylpyrrolidone (CHP) and N,N-dibutylformamide 

(DBF) using [Pd(PPh3)4 ]/dcpe as the catalyst 

 

From an economic perspective, the CO2 route is also of high interest.     
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Additionally, under similar reaction conditions, it has been possible to carry out 

carboxylation  reactions with other olefins like butadiene or propylene, whereby the 

corresponding sodium salts of the unsaturated carboxylic acids were obtained 

 

 

❖ Carboxylation of Aromatics  

The carboxylation of phenolate salts with CO2, named as the Kolbe–Schmitt reaction, is 
one of the oldest processes in organic synthesis uses CO2 as a building block. This 
reaction is mainly employed to produce salicylic acid. The synthesis of salicylic acid 
from this route was first accomplished in 1860s. 
 
 

 
 

Kolbe–Schmitt carboxylation of phenol to salicylic acid 
 

In spite of the technical usage of this reaction for the production of salicylic acid, its main 
drawback is the need for stoichiometric amounts of strong bases that results in the 
formation of stoichiometric amounts of salts as by-products, when the free acid is needed. 
Nevertheless, the whole reaction is driven by the salt formation step to achieve 
functionalisation of the aromatics with CO2.  
 
In a parallel context, a unique carboxylation reaction of α- alkylphenyl ketones has also 
been developed that utilizes UV irradiation for the production of o-acylphenylacetic acids.  
Interestingly this methodology avoids the use of stoichiometric amounts of sacrificial 
reagents. Furthermore, the reaction has been proposed to proceed through the formation 
of highly reactive o-quinodimethane intermediates that are energetically susceptible to 
undergo cycloaddition reactions with CO2.  
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Carboxylation of ortho-alkylphenyl ketones with CO2 under UV light irradiation. 
 

 

❖ Carboxylation of Alkynes  

 
The carboxylation of terminal alkynes to propargylic acids in the presence of bases is also 
well known. But its industrial applicability on a larger scale is limited by the fact that an 
acid has to be added to form the free carboxylic acid, which again results in stoichiometric 
salt formation as waste (usually propargylic acids were produced via oxidation of the 
corresponding propargylic alcohols).  
 

To overcome this issue, an elegant system was reported recently using propargylic acid 
salts as intermediates to produce alcohols. By using tetramethylpiperidine (TMP) as the 
base, the carboxylation of alkynes was achieved with a copper catalyst. This salt could 
further be hydrogenated in two steps to the corresponding saturated alcohol and the free 
amine, which can be recycled back to the first step. No stoichiometric amounts of salts 
were formed as waste in this approach. 
 
If successfully transferred to acetylene, the most frequently used alkyne in the industry, 
this concept could allow access to the bulk chemical 1,4-butanediol based on CO2 , 
acetylene and H2 without the use of formaldehyde (1,4-butanediol is currently mainly 
produced by the reaction of acetylene with formaldehyde to afford 1,4-butynediol 
followed by hydrogenation).  
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Sequential synthesis of alcohols by carboxylation of terminal alkynes 
 
 

❖ Lactones from Dienes  
 

The telomerization of butadiene with CO2 by using homogeneous Pd catalysts has been 
known since the 1970s.  Subsequent research initiatives over the past years have led to 
catalytic systems constituting Pd associated with phosphine ligands that provide the 
best selectivities towards the unsaturated 𝛿-lactone (3-ethylidene-6-vinyltetrahydro-
2H-pyran-2-one), without the use of stoichiometric reagents. 
 

 
 

Palladium-catalyzed telomerization of 1,3-butadiene and CO2 to a 𝛿-lactone  
 

In industries, extraction technique is being used to carry out telomerization,where the δ -

lactone is extracted out of the product mixture [after evaporating the reaction solvent 

(MeCN)] by using a solvent such as 1,2,4-butanetriol and the catalyst left behind is 

recycled back to the reactor. 
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Continuous miniplant for the telomerization of 1,3-butadiene and CO2 to a 𝛿-lactone using 

extractivecatalyst recycle. 

 

Due to the straightforward approaches available for its synthesis, the δ -lactone was 
further evaluated as a potential platform chemical for its transformation into a variety of 
chemical intermediates.  For example, starting from butadiene by following a two step 
hydrogenation route, 2-ethylheptanoic acid can be obtained in excellent yields through 
the δ -lactone intermediate, on the other hand a methoxycarbonylation, followed by 
hydrogenation of the δ -lactone resulted in a branched C10-diol.  
Although the products derived from the δ –lactone are discussed as new intermediates but 
so far, they do not fit in existing industrial value chains like those for polymers. Therefore, 
the potential of these intermediates and the resulting products must be further evaluated 
to determine whether or not they are economic alternatives to the current related 
products. 

 

 
 

Three-step process for the synthesis of 2-ethylheptanoic acid starting from 
1,3-butadiene and CO2. 

 



 
11 

 

❖ Organic Carbonates 

Linear and cyclic organic carbonates are widely used in the chemical industry as solvents, 
alkylating agents, monomers or in transesterification reactions. The most important 
carbonates are dimethyl carbonate (DMC), diethyl carbonate (DEC), diphenyl carbonate 
(DPC), ethylene carbonate (EC) as well as propylene carbonate (PC) and they are 
produced on an overall scale of a several 100 kilotons p.a. 
 

❖ Linear Carbonates 

 
Linear carbonates are nowadays mainly produced by two different route: (i) the oxidative 

carbonylation of an alcohol, whereby good yields and selectivities are achieved ( right 

arrow) and (ii) the transesterification of PC with methanol, which is nowadays the major 

industrial route for the synthesis of DMC in China. lower arrow).  Also carbonates like 

diphenyl carbonate (DPC) are best obtained by reacting dimethyl carbonate (DMC) with 

phenol. The conventional COCl2 route ( left arrow) is nowadays hardly used for the 

synthesis of bulk carbonates. 

 

Comparison  of routes for the synthesis of dimethyl carbonate (DMC) 

The transesterification of PC, made from propylene oxide and CO2 is an indirect way to 

utilize CO2 in the synthesis of linear carbonates. As a significant amount of industrially 

produced propylene oxide is anyway transformed to propylene glycol by hydrolysis, one 

can get to DMC by a process based on the CO2 utilization route without forming any 

unwanted by-products or the need for additional drying agents. Drawbacks of this method 
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are 1) the energy consumption to separate the azeotropes is very high 2) not much 

economic. 

There are many other methods to convert CO2 into linear carbonates- 

Mitubishi heavy industries 

 

Toshiyasu Sakakura et.  al. 

 

Asahi Kasei Chemical Corporation 

 

X. Hu and Y. Wu et. al 
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❖ Cyclic Carbonates 

Five-membered cyclic carbonates are usually obtained by the reaction of the 
corresponding oxiranes with CO2 .The driving force for this reaction is the high energy 
content of the oxirane. Industrially EC and PC are produced on a significant scale, starting 
from the corresponding ethylene and propylene oxides. 
A broad series of substituted cyclic carbonates was also formed in moderate to good 

yields, from the corresponding oxiranes, whereby also different catalysts are applied. But 

in all these cases, first the reactive oxiranes must be produced, in order to utilize CO2 as 

the building block.The cyclic carbonates can also be obtained from 1,2- or 1,3-diols, but 

like linear alkyl carbonates, the yields in the equilibrium are usually low when no water 

trapping agent is added . In the presence of water trapping agents like a zeolite or 2-

cyanopyridine, from which the corresponding amide is formed via hydrolysis, significantly 

higher yields of the cyclic carbonate of up to 99% are possible.Another interesting cyclic 

carbonate is glycerol carbonate, which can be used as a bio-based monomer or solvent. It 

is usually produced by the reaction of DMC with glycerol, but can also be obtained directly 

from glycerol and CO2. 

Synthesis of five-membered cyclic carbonates from oxiranes. 

 

Recent synthesis routes for cyclic carbonates from CO2 and epoxides. 

    

Synthesis of cyclic carbonates from CO2 and diol. 
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Direct synthesis of glycerol carbonates from CO2 and glycerol.

 

 

❖ Polycarbonates and Polyetherol Carbonates 

The copolymerization of propylene oxide with CO2 using ZnEt2 in combination with water 
was first reported in 1969 and the synthesis of polycarbonates and polyetherols based on 
the copolymerization of oxiranes with CO2 has attracted a lot of attention during the last 
years. From an industrial point of view, this reaction highly is attractive: (i) it is in 
principle by-product free, (ii) it does not require the addition of stoichiometric co-
reagents, (iii) the products contain up to 50% CO2 /O2 and especially the oxiranes 
ethylene oxide and propylene oxide are industrially available on a large scale. 
 
For the synthesis of polycarbonates, several active catalysts based on Zn or Co 
were reported.Unfortunately, the pure polymers based on ethylene oxide and propylene 

oxide do not show very good properties thus limiting their commercial attractiveness, but 

they can be utilized in blends with other polymers. The first commercial application of 

these polycarbonates was announced by SK innovation under the brand GreenPol. 
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❖ Linear Carbamates and Isocyanates 

Isocyanates are important monomers produced on a large scale, and are mainly used for 
the production of polyurethanes. Currently, most of the isocyanates are produced by 
reacting the corresponding amines with phosgene. But this method is a bit costly(energy 
consumption, investments). Therefore, phosgene-free alternatives for isocyanate 
synthesis were investigated. One approach is the use of CO2 -based carbamates as 
intermediates in isocyanate synthesis. 
Carbamates can, in principle, be accessed by the reaction of the corresponding amine with 
CO2 in the presence of an alcohol. For the technically not relevant benzylamine or 
aminomethylcyclohexane, the carbamates are directly accessible in good yields without 
the use of drying agents, but this attempt fails for the commercially relevant aromatic 
amines like aniline. 

 
 
Synthesis of carbamates directly from amine, CO2 and alcohol. 
 

Different concepts were presented to prepare aromatic carbamates based on CO2 as the 
building block. In a concept reported by BASF, the initial step involves the production of 
ethylene carbonate from ethylene oxide and CO2. By using 2-butanol, a transesterification 
is performed to obtain diisobutyl carbonate and ethylene glycol as a valuable by-product. 
The linear carbonate is then reacted with toluenediamine to afford the corresponding bis-
carbamate and 2-butanol. For high conversions, sodium 2-butylate is required as a co-
reagent, which has to be synthesized in another energy-demanding step from the alcohol 
and NaOH. The obtained bis-carbamate can then be thermally cracked to the bisisocyanate 
and 2- butanol, which is recycled in to the carbonate formation step. 
 

 
Process concept for the combined production of ethylene glycol (EG) and 2,4-toluene diisocyanate (TDI). 
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To simplify the synthesis of the carbamates based on CO2 , the Ashai concept for the 
production of carbonates based on CO2 and organotin reagents was modified for the 
synthesis of carbamates. 

 
Organotin(IV) alkoxide-catalyzed synthesis of industrially relevant carbamates and 
isocyanates. 
 

❖ Methylation Reactions 
 

❖ N-Methylation 

 
CO2 in combination with H2 can also be utilized in several N-methylations so far achieved 
on different substrates by the use of homogeneous ruthenium-triphos catalysts in 
combination with additives like acids or LiCl or with heterogeneous catalysts.  
 

 
 

General scheme for the N-methylation of amines using CO2 and H2. 
 

In the state of the art production of bulk methylamines, usually MeOH is employed as the 
methylating agent with the use of heterogeneous catalysts. MeOH-based methyl- and 
dimethylamine routes are frequently used to introduce methylamine functionalities. For 
an industrial application, the CO2 /H2- based routes have to be competitive with the 
established and optimized systems based on MeOH, especially as MeOH can easily be 
obtained from CO2 /H2. Using Ru-triphos with Al(OTf)3 as co-catalyst, trimethylamine is 
accessible from ammonia and CO2 /H2 . 
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Synthesis of trimethylamine TMA from NH3 with CO2 and H2 

 

The reaction proceeds via formamides as intermediates, which are further deoxygenated 
to the N-methylamines. The Ru-triphos system can also be used for a series of other 
aliphatic and aromatic amines, as shown by the groups of Beller, Klankermayer and 
Leitner during the last years. 
 
 

 
  

N-Methylation of aliphatic and aromatic amines using CO2 and H2. 
 
For aromatic diamines, a selective N-monomethylation is possibly, which is difficult to 
achieve when MeOH and the established catalysts are used. 
 
 
 

 
 

   Selective N-monomethylation of diamines 
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                     Sequential hydrogenation/N-methylation of acetanilide, indole and imines. 
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Application of N-methylation for the synthesis of the antifungal agent butenafine with CO2 

and H2 in comparison to the established methods.  
 
 
 

➢ C-Methylation 
 

Like in the N-methylation, CO2 /H2 can also be used for the methylation of aromatic 
compounds to replace MeOH as the CH3 source. For example, heteroarenes can be 
methylated on the heteroarene ring by again using a Ru-triphos catalyst in combination 
with an acidic co-catalyst. 
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C–H methylation of heteroarenes with CO2 and H2 
 
It is also possible to perform the methylation on electron-rich arenes at temperatures of 

up to 160°CThis approach could be an alternative to the methylation of electron-rich 

arenes, like phenol to ortho-cresol with MeOH which is carried out at 350–400°C in the 

liquid phase, if the reaction could be extended to the less reactive phenol and related 

substrates.  

 

C–H methylation of arenes with CO2 and H2 
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❖ Conclusion 

The utilization of CO2 as a building block to produce a wide variety of chemicals and 
materials poses a challenge but also provides new opportunities to diverse industrial 
methods.. Within the large number of reports in the last decades on the utilization of CO2 

as a building block, several methods have the potential for industrial usage. For example, 
Polyetherol carbonates and polycarbonates synthesis based on CO2 are starting to be 
commercialized and will extend the industrial portfolio on CO2 -based chemicals. On the 
other hand, many other approaches are not competitive yet in the current stage of 
development compared to the state of the art routes, due to a significantly higher energy 
consumption or the use of expensive co-reagents. But as a shift away from the fossil 
carbon sources is only a matter of time, there is still a high demand to develop new and 
elegant concepts for a sustainable and economic utilization of CO2 as a building block in 
industrial organic synthesis. 
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ABSTRACT: 

The requirement of energy and power has pushed the civilization to the brink of exhaustion of non-

renewable energy sources, which was somehow answered by the development of rechargeable 

batteries connected to renewable energy sources. However, the flow of time demands the cost of such 

contraption to be cheaper and long-lived in terms of life span. This has also brought us to the point of 

addressing the question regarding sustainable development. The study gives a brief insight on the 

history of rechargeable Li Batteries including the discovery of oxide cathodes, classification of these 

cathode materials and the merits and demerits of oxide cathodes in general. Furthermore, strategies 

that can help in achieving our objectives have been discussed as the outlook of the process. In 

addition to all this, we have also addressed the need for the recycling of cathode materials to help 

avoid exhaustion of finite resources in our usage. The resources at hand are helpful but finite as well. 

Therefore, the approach towards their usage should also regard the angle of sustainable development. 

Replacement should be a final solution instead of being an immediate solution. The 3 R’s of energy: 

Reduce, Reuse and Recycle and the 5S’s i.e Sort, Set in Order, Shine, Standardize, and Sustain should 

be promoted to achieve the goal of sustainability, the question at hand.   
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INTRODUCTION:    
                         
Modern civilization has become dependent on fossil fuels of finite supply and uneven global 
distribution, which has two problematic consequences:  
(1) vulnerability of nation states to fossil-fuel imports and  
(2) Carbon dioxide emissions that are acidifying our oceans and creating global warming. 
The lithium ion batteries – a type of a rechargeable batteries commonly termed LIBs , which infact  
have become an integral part of our daily life, powering the cellphones , laptops,digital cameras, ipads 
etc that have revolutionized the modern society, are now on the verge of transforming the 
transportation sector with electric cars, buses, and bikes are anticipated to be critical for enabling a 
widespread replacement of fossil-fuel-based power generation with renewable energy sources like 
solar and wind, providing a cleaner, more sustainable planet thereby giving us a solution to the above 
stated problem. The lithium ion batteries are far superior from their counter systems such as lead acid 
(Pb-acid), nickel-cadmium (Ni-Cd), and nickel-metal hydride (Ni-MH) batteries. The relatively high 
gravimetric and volumetric energy density of lithium ion batteries replaced other batteries in todays’ 
consumer electronics and leading steps towards green energy. The award of the 2019 Nobel Prize in 
Chemistry to John Goodenough, StanleyWhittingham, and Akira Yoshino emboldens this assertion. 
(fig 1)  
 
The development of lithium-ion battery technology to date is the result of a concerted effort on basic 
solid-state chemistry of materials for nearly half a century now. Discovery of new materials and a 
growth of our fundamental understanding of their structure-composition-property performance 
relationships have played a major role in advancing the field. Among the various components 
involved in a lithium-ion cell, the major factor that determines the energy density, rate capability (i.e., 
power density), and cost of Li-ion batteries is the cathode (positive electrode). And this paper 
discusses about the three leading type of cathodes which definitely will follow the path of 
five5s(sort,set in order,shine,standardize,sustain) methodology (REF 1-3). 
 
 

 
 
 
Fig.1- Nobel prize winners and their contribution in the field of rechargeable energy storage, especially in 
lithium ion batteries.) 
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The University of Texas at 
Austin, USA 
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Nagoya, Japan 
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THE LITHIUM ION BATTERY: 
 
The three primary functional components of a lithium-ion battery are the cathode,anode (electrodes) 
and electrolyte. Generally, the anode of a conventional lithium-ion cell is made from carbon (graphite 
with doped lithium(LiC6)). The cathode is typically a metal oxide( cobalt oxide which we will discuss 
later in this paper). The electrolyte is a lithium salt(it is so chosen that as soon as the anode comes in 
contact with the electrolyte it disintegrates it into Li+,C,e-) in an organic solvent(lithium 
hexafluorophosphate LiPF6, in ethylene carbonate) a material allowing ions to travel through while 
electrically insulating avoiding electrical conduction through it, and a separator, a mesoporous 
material, allowing ions and also prevents electrical shorting between cathode and anode. All these 
components with representative materials are shown in fig 2. During discharge (fig 2a), an 
oxidation half-reaction at the anode produces positively charged lithium ions and negatively charged 
electrons. The oxidation half-reaction may also produce uncharged material that remains at the anode. 
Lithium ions move through the electrolyte, electrons move through the external circuit, and then they 
recombine at the cathode (together with the cathode material) in a reduction half-reaction. The 
electrolyte and external circuit provide conductive media for lithium ions and electrons, respectively, 
but do not partake in the electrochemical reaction. During discharge, electrons flow from the anode 
towards the cathode through the external circuit. The reactions during discharge lower the chemical 
potential of the cell, so discharging transfers energy from the cell to wherever the electric current 
dissipates its energy, mostly in the external circuit. During charging (fig 2b) these reactions and 
transports go in the opposite direction: electrons move from the positive electrode to the negative 
electrode through the external circuit. To charge the cell the external circuit has to provide electric 
energy. This energy is then stored as chemical energy in the cell .Both electrodes allow lithium ions to 
move in and out of their structures with a process called intercalation i.e a reversible insertion of a 
molecule or ion into layered materials with layered structures or deintercalation ;the removal or the 
extraction of the ion/molecule that had been intercalated, respectively. As the lithium ions "rock" back 
and forth between the two electrodes, these batteries are also known as "rocking-chair batteries" or 
"swing batteries". This is illustrated below by taking lithiumcobaltoxide as cathode and graphite as 
anode. 

At cathode : CoO2 + Li++e-                   LiCoO2 

     
       At anode :   LiC6  Li+ + C6 +e_ 

 
     The full reaction (left to right: discharging, right to left: charging) being 
                  CoO2 + LiC6                   LiCoO2 + C6 
In a lithium-ion battery, the lithium ions are transported to and from the cathode and anode by 
oxidizing the transition metal cobalt(Co),in Li1-xCoO2 from Co3+ to Co4+ during charge, and reducing 
from Co4+ to Co3+ during discharge.  
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THE DISCOVERY of OXIDE CATHODES: 
 
Even though intercalation chemistry was introduced in 1841 it took the interest of scientists in 
1960s,particularly on altering the electronic and optical properties of materials through intercalation. 
A few transition-metal disulfides MS2 as well as oxides such as WO3 were investigated by 
intercalating A= H+, Li+, and Na+ ions. For instance, the intercalation of these monovalent ions into 
WO3 to produce AxWO3 altered the electronic conductivity from insulator to semiconductor to 
metallic depending on the value of x.  
 
With the chemical intercalation reactions on metal disulfides in place Professor Whittingham, around 
1970s, discovered titanium disulphide(TiS2) as a cathode material, a lithium metal anode and a liquid 
electrolyte in which a lithium salt like LiClO4 was dissolved in an organic solvent like 
dimethoxyethane (glyme) and tetrahydrofuran (THF). The Li-TiS2 cell displayed a discharge voltage 
of <2.5 V with good reversibility for one lithium per TiS2 molecule. Following the demonstration with 
TiS2, a number of metal dichalcogenides were investigated by various groups as electrode materials 
for lithium batteries. However, there were two major issues. First, the cell voltage was limited to <2.5 
V, limiting the energy density. Second, dendrite  growth on lithium-metal anodes during cell cycling 
caused internal shorting and caused a fire hazard. In fact, there were attempts to put cells consisting of 
sulfide cathodes and lithium-metal anodes into market, but they were then abandoned due to safety 
issues.(REF 4-7) 
 
Further, around 1980s, the work on metal oxide particularly lithium cobalt oxide by Professor 
Goodenough became an alternative cathode material to metal sulphide for lithium ion batteries which 
could operate at higher voltage ~3.5 - 4V and thereby providing higher energy/power density. The cell 
voltage is determined by the energy difference between the redox energies of the anode and the 
cathode which implies the cathode energy should lie as low as possible and the anode energy should 
lie as high as possible,meaning the cathode would require the stabilization of higher oxidation state 
with a lower-lying energy band while the anode would require the stabilization of lower oxidation 
states with a higher lying energy band. Therefore, the question is how to access the lower-lying 
energy band of a metal ion with high enough oxidation states in a material so that the cell voltage can 
be increased. After three decades(1950-1980) of research on the properties of  transition-metal oxides, 
Goodenough utilized the basic understanding that the top of the S2-:3p band lies at a higher energy 
than the top of the O2–:2p band to design oxide cathodes (Fig. 3). This means that the access to lower-
lying energy bands with higher oxidation states such as Co3+/4+ and hence the higher cell voltage will 
be limited by the top of the S2–:3p band, and attempts to lower the cathode redox energy by accessing 
higher oxidation states in a sulfide will result in an oxidation of S2– ions to molecular disulfideions 
(S2)

2–. In contrast, in an oxide, the cathode redox energy can be significantly lowered by accessing 
lower-lying energy bands such as Co3+/4+ and hence the cell voltage can be increased to as high as 4V , 
as the top of the O2–:2p band lies at a lower energy compared to the top of the S2–:3p band.(REF-8) 
 



This basic idea led to the discovery of three classes of 
1980s, involving three visiting scientists from three different parts of the world, including Koichi 
Mizushima from Japan who worked on
Africa who worked on  the spinel oxide cathodes, and Arumugam Manthiram from India who worked 
on  the polyanion cathodes(fig 4). Later around 1985, Professor Akira Yoshino used a carbon material 
(petroleum coke) as an anode in place of lithium together with lithium cobalt o
material to fabricate a lithium ion battery. This is considered as the birth point for the current 
commercially used lithium ion batteries. The advantage of such lithium ion
not based on any chemical reaction but
between cathode and anode during charging and discharging.
researches been going on for new battery materials which can provide enhanced energy and power 
density and give a world an alternative grid energy storage.
aspect ratio together with higher operating voltage, large charge
degradation in capacity and safety issues a
developing such high energy and powe
efforts to innovate such materials which can meet these re
chronological development of cathode materials together with issues and challenges in realizing 
efficient rechargeable LIBs. (REF 9
 
 
 
 

 
 
Fig. 2 Positions of the redox energies relative to the top of the anion:p bands. The top of the S
a higher energy limits the cell voltage to <2.5 V with a sulfide cathode. In contrast, the top of the O
lying at a lower energy enables access to lower
the cell voltage substantially to ~4  
. 

This basic idea led to the discovery of three classes of oxide cathodes by Goodenough
1980s, involving three visiting scientists from three different parts of the world, including Koichi 
Mizushima from Japan who worked on  the layered oxide cathodes, Michael Thackeray from South 

the spinel oxide cathodes, and Arumugam Manthiram from India who worked 
. Later around 1985, Professor Akira Yoshino used a carbon material 

(petroleum coke) as an anode in place of lithium together with lithium cobalt oxide as cathode 
material to fabricate a lithium ion battery. This is considered as the birth point for the current 
commercially used lithium ion batteries. The advantage of such lithium ion batteries is that these are 
not based on any chemical reaction but intercalation of lithium ions via lithium 

during charging and discharging. With the emergence of LIBs continuous 
researches been going on for new battery materials which can provide enhanced energy and power 

and give a world an alternative grid energy storage. Further, large energy to power density 
aspect ratio together with higher operating voltage, large charge-discharge cyclability without

and safety issues are other important points needs to be prioritized 
developing such high energy and power density materials. Thus, we are in the need of substantial 

to innovate such materials which can meet these requirements. This paper 
gical development of cathode materials together with issues and challenges in realizing 

(REF 9) 
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Fig. 4 Discovery of three classes of oxide cathodes in the 1980s. Layered LiCoO
ions offered an increase in the cell voltage
lithium ions offered an increase in cell voltage from 3
~4 V, with an accompanying cost reduction. Polyanion oxide Li
the cell voltage through inductive effect from <2.5 V in a simple oxide like Fe
reduction in cost and improved thermal stability and safety. 
 
 

 
 
 
CLASSIFICATION OF CATHODE MATERIALS
 
Cathode class I: layered oxides 
 
The first oxide cathode investigated is the layered LiCoO
trivalent Co3+ ions are ordered on the alternate (111) planes of the rock salt structure with a cubic
close-packed array of oxide ions: this structure is referred to as
large charge and size differences between
critical to support fast two-dimensional lithium
The lithium-ion conduction in the 
neighboring tetrahedral void that shares faces with three 
the lowest energy barrier (Fig. 5a). With a good
across the shared octahedral edges in the cobalt plane gives a
fact, due to the introduction of holes into
on charging. The good structural stability
proffers fast charge–discharge good reversible cyclability
of the best cathodes to date with a high operating voltage of ~4 V.
major challenges associated with the sulfide cathodes proposed
increase in the operating voltage from <2.5 V to
employ a metallic lithium anode. As the
anode like graphite can be paired with LiCoO

Discovery of three classes of oxide cathodes in the 1980s. Layered LiCoO2 with octahedral
ions offered an increase in the cell voltage from <2.5 V in TiS2 to ~4 V. Spinel LiMn2O4 with tetrahedral

increase in cell voltage from 3V for octahedral-site lithium ions with Mn
~4 V, with an accompanying cost reduction. Polyanion oxide LixFe2(SO4)3 offered yet another way to increase 

through inductive effect from <2.5 V in a simple oxide like Fe2O3 to 3.6 V, with a further 
reduction in cost and improved thermal stability and safety.  

CLASSIFICATION OF CATHODE MATERIALS:  

cathode investigated is the layered LiCoO2 (Fig. 2),in which the monovalent Li
on the alternate (111) planes of the rock salt structure with a cubic

packed array of oxide ions: this structure is referred to as the O3 structure(ABCABC type)
large charge and size differences between Li+ and Co3+ ions lead to good cation ordering, which is 

dimensional lithium-ion diffusion and conductivity in the lithium plane. 
 lithium plane occurs from one octahedral site to another via a

neighboring tetrahedral void that shares faces with three octahedral within the lithium layer as it offers 
a). With a good cation ordering, the direct interaction between Co

in the cobalt plane gives a good electronic conductivity as well; in 
fact, due to the introduction of holes into the low-spin Co3+/4+:t2g 

6–x band Li1–xCoO2 becomes metallic
The good structural stability along with high electrical and lithium-ion conductivity 

discharge good reversible cyclability. With these features, LiCoO2 
with a high operating voltage of ~4 V. The LiCoO2 cathode solved

ith the sulfide cathodes proposed in the 1970s. It enabled not only a 
increase in the operating voltage from <2.5 V to ~4 V but also fabricated the LIB without the need to 

um anode. As the as-synthesized cathode contained lithium, a lithium
like graphite can be paired with LiCoO2 to give the modern-day lithium-ion cell. However, the 
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Co3+/4+ band overlaps with the top of the O2–:2p band as seen in  Fig. 3, which leads to a release of 
oxygen from the crystal lattice on charging more than 50% with (1 – x) < 0.5 in the Li1–xCoO2 
cathode. Therefore, despite good electrochemical performance, the practical capacity of LiCoO2 is 
limited to ~140mA h g–1. Following LiCoO2, a number of layered LiMO2 oxides have been 
investigated over the years where M= 3d transition metals(Table 2). Some of them can be directly 
synthesized by direct high-temperature reactions as indicated by “yes” in Table 2. 
 
With further researches it was found when M= V, Mn, and Fe, the members suffer from layered to 
spinel transitions or other structural changes during charge–discharge due to a low octahedral-site 
stabilization energy (OSSE) (a slight difference in CFSE of octahedral and tetrahedral sites)(Table 3), 
so they are not good cathodes. LiTiO2 operates at a lower voltage of ~1.5 V, so it is not suitable as a 
cathode (Fig. 1). In addition, it is rather tedious to synthesize it with lower-valent Ti3+. LiCrO2 is 
difficult to charge as it displays a large polarization with an increase in charge voltage. LiNiO2 is also 
difficult to synthesize as a well ordered material, unlike LiCoO2, as Ni3+ tends to be reduced to Ni2+ 
and result in Li1–yNi1+yO2 at the high-temperature synthesis conditions of 700–800 °C, accompanied 
by a volatilization of some lithium from the reaction mixture.  
 
However the high cost and limited capacity of LiCoO2 led the work on the substitution of cobalt with 
Mn and Ni during the past couple of decades to give LiNi1–y–zMnyCozO2 (NMC). The question is why 
use NMC with three transition-metal ions? In NMC, Mn3+ tends to get oxidized during synthesis to 
Mn4+ by reducing Ni3+ to Ni2+ as the Mn3+/4+ band lies above the Ni2+/3+ band. Thus, Mn4+ helps the 
inlusion of Ni as a stable Ni2+ into NMC giving a structural stability without participating in the 
charge–discharge process. In NMC, each transition-metal ion has its own advantages and 
disadvantages (Table 4). The two major factors are chemical stability and structural stability, in which 
Co and Mn are diametrically opposite to each other. Since the Mn3+/4+ band lies well above the top of 
the O2–:2p band (Fig. 4), Mn does not suffer from any chemical instability involving oxygen release 
from the lattice in contrast to Co as the Co3+/4+ band overlaps with the top of the O2–:2p band. On the 
other hand, Mn suffers from structural instability as it can readily migrate from the octahedral sites in 
the transition-metal plane to the octahedral sites in the lithium plane through a neighboring tetrahedral 
site due to the smaller OSSE as seen in Table 3, resulting in a layered to spinel transition and 
accompanying voltage decay during cycling. In contrast, Co enjoys good structural stability without 
such cation migration due to the large OSSE. In addition to the above two critical differences, Co3+/4+ 

becomes metallic on charging due to the partially filled t2g orbitals interacting along the shared edges 
while Mn4+ remains semiconducting. Also, Mn is abundant and environmentally benign compared to 
Co. Interestingly, Ni lies in between Mn and Co in all the five criteria (table 4)as : 
(i) the Ni3+/4+ band barely touches the top of the O2–:2p band so that Ni3+ can be charged all the way to 
Ni4+ without the removal of electron density from the O2–:2p band and loss of oxygen from the lattice 
and 
 (ii) Ni3+ exhibits an OSSE value intermediate between those of Mn3+ and Co3+, offering reasonably 
good structural stability. That is why the trend is to progressively increase the Ni content and decrease 
the Co content in NMC so that the capacity can be increased while lowering the cost. (REF 11-14) 
 
Table 2: LiMO2 oxides crystallising in the O3 layered structure of the LiCoO2 

M3+ ion Sc Ti V Cr Mn Fe Co Ni Cu 
LiMO2 no yes Yes yes No No Yes yes No 
 
 
Table 3: comparison of the CFSE of the transition metal ions M3+ in NMC cathodes 
ion Octahedral cfse 

(∆o ) 
Tetrahedral cfse 

(∆o) 
Octahedral site 
stabilization 
energy(osse)( ∆o) 

Mn3+ t2
3 e1 ,-0.6 e2t2 

2  , -.18 -.42 
Ni3+    t2

 6 e1 ,=1.88 e4t2 
3  -.53   -1.35 

Co3+        t2
6e0: −2.4 e3t2 

3  -.27 -2.13 
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TABLE 4: Comparison of the characteristics of manganese,cobalt,nickel in NMC cathodes  :                                        
PARAMETER                                      TREND 
Chemical stability Mn >Ni>Co 
structural stability Co>Ni>Mn 
Electrical conductivity Co>Ni>Mn 
Abundance Mn >Ni>Co 
Environmental benignity Mn >Ni>Co 
 

 
 
 Fig. 5 Lithium-diffusion pathways with lower energy barriers in close-packed oxides. a Two-
dimensional lithium diffusion from one octahedral site toanother octahedral site in the lithium plane 
through a neighboring empty tetrahedral site in the O3 layered LiMO2 cathodes. b Three-dimensional 
lithiumdiffusion from one 8a tetrahedral site to another 8a tetrahedral site through a neighboring 
empty 16c octahedral site in the spinel cathodes.  
 
 

Cathode class II: spinel oxides 
 
With a prior demonstration of lithium insertion into magnetite (Fe3O4) crystallizing in the spinel 
structure by Thackeray in South Africa, the second class of cathode discovered is the spinel LiMn2O4 

at the University of Oxford (Fig. 4), in which the Mn3+/4+ ions occupy the 16d octahedral sites and the 
Li+ ions occupy the 8a tetrahedral sites of the spinel framework with a cubic close-packed array of 
oxide-ions. The stable [Mn2]16dO4 framework with edge-shared octahedra offers a three-dimensional 
lithium-ion diffusion pathway with fast lithium-ion conductivity. The lithium-ion conduction occurs 
from one 8a tetrahedral site to another 8a tetrahedral site via a neighboring empty 16c octahedral site 
as it offers the lowest energy barrier (Fig. 5b). The direct Mn–Mn interaction across the shared MnO6 
octahedral edges as in LiCoO2 with mixed-valent high-spin Mn3+/4+:t2g

3eg
1–x in (Li1–x)8a[Mn2]16dO4 

facilitates good hopping electronic conduction,but it remains as a small-polaron semiconductor during 
the charge–discharge process, unlike Li1–xCoO2. The good three dimensional structural stability along 
with high electrical and lithium-ion conductivity offers even faster charge–discharge characteristics 
for Li1–xMn2O4 with good reversibility compared to LiCoO2. The insertion/extraction of lithium 
into/from the tetrahedral sites with a deep site energy in Li1–xMn2O4 offers a high operating voltage of 
4 V with a practical capacity of <130 mA h g–1 as close to one lithium per two Mn ions can be 
reversibly extracted from the tetrahedral sites. Interestingly, an additional lithium can be inserted into 
the empty 16c octahedral sites at 3 V to form the lithiated spinel [Li2]16c[Mn2]16dO4 that is 
accompanied by a spontaneous displacement into the empty 16c octahedral sites. It is interesting to 
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note that the operating voltage drops by 1 V on going from a tetrahedral site to octahedral-site lithium, 
despite the same Mn3+/4+ redox couple. This illustrates the significant role of site energy in addition to 
electron transfer in controlling the voltage in solids, unlike in solutions where no site energy 
contribution is involved. However, the accompanying Jahn-Teller distortion caused by a single eg 
electron in Mn3+: t2g

3eg
1 in [Li2]16c[Mn2]16dO4 causes a cubic to tetragonal phase transition with a two-

phase reaction involving a large instantaneous c/a ratio and volume changes. Therefore, the capacity 
in the 3 V region could not be utilized in practical cells.One important advantage on going from 
LiCoO2 to LiMn2O4 is the significant reduction in cost as Mn is two orders of magnitude lower in cost 
than Co. However, one critical issue with LiMn2O4 is the dissolution of Mn from the lattice into the 
electrolyte in presence of trace amounts (ppm levels) of H+ ions(acidity) in the electrolyte due to the 
well-known disproportination of Mn3+ to Mn4+ and Mn2+ in acid. During such a disproportination, 
Mn4+ is retained in the solid and Mn2+ is leached out into the solution. In addition to degrading the 
cathode, the Mn dissolution and its migration to the anode severely poison the graphite anode and 
limit the cycle life of lithium-ion cells. Interestingly, substituting a small amount of lithium (e.g., 5 
atom %) for Mn in LiMn2O4 perturbs the long range Mn–Mn interaction/contact, frustrates the Mn3+ 
disproportionation reaction, reduces Mn dissolution, and thereby improves the cyclability. 
Unfortunately, LiM2O4 spinel oxides are known only with M=Ti, V, and Mn, unlike the layered 
LiMO2 oxides (Table 4). This is because of the difficulty of stabilizing the highly oxidized M3+/4+ 
oxidation states by conventional high-temperature synthesis. Among the known three spinel oxides, 
LiTi2O4 operates around 1.5 V, so it is not a suitable cathode. Nor is LiV2O4 a practical choice since it 
suffers from structural changes and a lower voltage of around 3 V. There have been efforts to prepare 
both LiCo2O4 and LiNi2O4 spinel oxides by chemically extracting 50% lithium, respectively, from 
LiCoO2 and LiNiO2 to obtain Li0.5CoO2 and Li0.5NiO2, followed by calcining them at moderate 
temperatures of 200–400 oC to transform the layered phase to spinel phase.However, such attempts 
result in either incomplete transformation at low enough temperatures or loss of oxygen and formation 
of a mixture of spinel-like phases and reduced Co3O4 or NiO phases due to the instability of Co3+/4+ 
and Ni3+/4+ at high enough temperatures. Such spinel-like phases also exhibit poor electrochemical 
performance due to a lack of well-formed crystalline spinel phases. Another approach has been to 
partially substitute Mn with other ions like Cr, Co, and Ni. One example is LiMn1.5Ni0.5O4 spinel in 
which Mn exists as Mn4+ and Ni exists as Ni2+ as in NMC cathodes. With Ni2+/3+ and Ni3+/4+couples 
and tetrahedral-site lithium ions, LiMn1.5Ni0.5O4 operates at ~4.7 V with a reversible capacity of 
~135mA h g–1. However, LiMn1.5Ni0.5O4 spinel suffers from capacity fade due to the lack of suitable 
electrolyte that can be stable at such high voltages.(REF15-18) 
 
Cathode class III: Polyanion Oxides 
 
Departing from the previous two simple oxide classes of cathodes, the third class of cathode 
investigated is the polyanion oxides. (Based on Manthiram’s Ph.D. dissertation work in India on the 
hydrogen reduction of the polyanion oxides Ln2(MoO4)3 (Ln =lanthanide and Y) to obtain lower-
valent Mo4+ oxides Ln2(MoO3)3, analogous polyanion oxides Fe2(MoO4)3 and Fe2(WO4)3 were 
prepared by Manthiram, crystallizing in a NASICON-related framework structure (Fig. 3).) These 
polyanion oxides were found to undergo reversible insertion/extraction of two lithium ions per 
formula unit to give Li2Fe2(MoO4)3 or Li2Fe2(WO4)3 both by chemical and electrochemical methods. 
Interestingly, both Fe2(MoO4)3 and Li2Fe2(WO4)3 exhibited a flat discharge voltage of 3 V, which was 
significantly higher than that seen with simple oxides like Fe2O3 or Fe3O4 (<2.5 V) operating with the 
same Fe2+/3+ redox couple. Motivated by the increase in voltage on going from a simple oxide to a 
polyanion oxide, Fe2(SO4)3 having the same structure as Fe2(MoO4)3 was then investigated. 
Surprisingly, Fe2(SO4)3 displayed a much higher flat discharge voltage of 3.6 V. A comparison of the 
operating voltages of the isostructural  Fe2(MoO4) (3.0 V), Fe2(WO4)3 (3.0 V), and Fe2(SO4)3 (3.6 V) 
with that of Fe2O3 (<2.5 V), all operating with the same Fe2+/3+ couple (Fig. 5), led to a recognition of 
the role of the counter cations Mo6+, W6+, and S6+ in drastically shifting the redox energy of the Fe2+/3+ 
couple by altering the characteristics of the Fe–O bond. In the Fe2(XO4)3 (X=Mo, W, and S) 
structure (Fig. 4), the FeO6 octahedra share their corners with XO4 tetrahedra, providing anextended, 
three-dimensional –O–Fe–O–X–O–Fe–O–  linkage. As a result, the more covalent Mo–O or W–O 
bond weakens the Fe–O bond covalency through inductive effect compared to that in the simple iron 
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oxide Fe2O3, resulting in a lowering of the Fe2+/3+ redox energy and a consequent increase in the 
operating voltage from <2.5 to 3.0 V in Fe2(MoO4)3 and Fe2(WO4)3. An even more covalent S-O bond 
in Fe2(SO4)3 weakens the Fe–O covalency ever further, resulting in a further lowering of the Fe2+/3+ 

redox energy and a much more significant increase in the operating voltage from 3.0 V in Fe2(MoO4)3 
and Fe2(WO4)3 to 3.6 V in Fe2(SO4)3(Fig. 6). 
 
Intrigued by the ability to increase the operating voltage by going from simple oxides to polyanion 
oxides in addition to the increase in voltage from a sulfide to an oxide in the previous two classes of 
cathodes, polyanion oxides with phosphate groups were investigated by Manthiram and Goodenough 
in the late 1980s. In the meantime, Sony Corporation announced in 1991 the commercialization of 
lithium ion batteries with LiCoO2 cathode and graphite anode. Motivated by this announcement and 
based on the previous work on molybdate, sulfate, and phosphates, exploration of other lithium-
containing phosphates as cathodes led to the identification of olivine LiFePO4 as a cathode in 1997, 
ten years after the initial identification in 1987 of the polyanion class of cathodes and the inductive 
effect. The ability to increase the voltage drastically to as high as ~5 V in polyanion oxide cathodes, 
for example, in LiMPO4 even with lower-valent couples like Co2+/3+ or Ni2+/3+ illustrates the power of 
the inductive effect imparted by the changes in metal oxygen bonding in tuning the operating 
voltages. Accordingly, the polyanion oxide class with sulfates, phosphates, and silicates has become 
diverse compared to the first two classes of oxide cathodes (layered and spinel oxides) in terms of 
versatility and number of materials, not only for lithium-ion batteries, but also for sodium-ion 
batteries. For example, polyanion oxides like Li3V2(PO4)3, Na3 V2(PO4)3, and Na3V2(PO4)2F3, and 
LiFePO4 have become appealing cathodes for lithium-ion or sodium-ion batteries. 
 

Fig. 6 Role of counter-cations in shifting the redox energies in polyanion oxides. a Lowering of the redox 
energies of the Fe2+/3+ couple and theconsequent increase in cell voltage on going from a simple oxide Fe2O3 to a 
polyanion oxide Fe2(MoO4)3 and then to another polyanion oxide Fe2(SO4)3with a more electronegative counter-
cation S6+ vs. Mo6+, i.e., with a more covalent S–O bond than the Mo–O bond. b Molecular orbital energy 
diagramillustrating the lowering of the Fe2+/3+ redox energy in Fe2(SO4)3 compared to that in the isostructural 
Fe2(MoO4)3, due to a weakening of the Fe–Ocovalence by a more covalent S–O bond than the Mo–O bond 
through inductive effect.(REF 19-24) 
 
 
 
ADVANTAGES AND DISADVANTAGES OF OXIDE CATHODES 
 
Both the layered and spinel class of oxides offer good electronic conductivity but the polyanion oxide 
class have poor electronic conductivity. Therefore, the particles for the polyanion oxide cathodes are 
required to be synthesized small and coated with conductive carbon, which often increases the 
processing cost and introduces inconsistencies in performances. Both layered and spinel oxides have 
close-packed structure with high densities, while the polyanion class of oxides generally have lower 
densities, which is further reduced by the necessity to make them as small particles coated with 
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carbon, leading to a lower volumetric energy density. Thus, the polyanion cathodes are generally less 
attractive for applications that require high volumetric energy density, such as portable electronic 
devices and electric vehicles, than the layered oxide cathodes.However, the polyanion class of 
cathodes offer an important advantage of high thermal stability and better safety than the layered and 
spinel oxide cathodes as the oxygen is tightly bound to P, S, or Si with strong covalent bonds.Also, 
the polyanion cathodes with optimally small particles coated with carbon can sustain high charge–
discharge rates due to good structural integrity, despite a lower volumetric energy density. Moreover, 
polyanion cathodes are known with abundant transition metals like Fe, unlike the layered and spinel 
oxides, offering sustainability advantages; therefore, they are appealing for grid storage of electricity 
produced from renewable energy sources like solar and wind. Between the layered and spinel oxides, 
layered oxides are more appealing with a wide range of compositions than spinel oxides due to the 
inability to stabilize highly oxidized M3+/4+ states by conventional synthetic processes for the spinel 
oxides. In fact, the spinel cathodes are largely limited to LiMn2O4, but even that is plagued by Mn 
dissolution and the consequent poisoning of graphite anodes and capacity fade particularly at elevated 
temperatures. However, substituting a small amount of lithium (e.g.,5 atom %) for Mn helps to reduce 
the problems to some extent. On the other hand, although LiMn1.5Ni0.5O4 is appealing due to the 
high operating voltage of ~4.7 V and the consequent power capability, its practical viability is 
hampered by the lack of adequate electrolytes that can survive at such high operating voltages. 
(REF26) 
  
 
OUTLOOK 
 
In the near future layered oxides due to their high gravimetric and volumetric energy densities will be 
more favoured than the other three oxides. However, cost and sustainability becomes critical as we 
move forward with large-scale depvlopment of lithium-ion batteries for electric vehicles and for grid 
storage. Also, there is a demand to increase the energy density beyond the current level to keep up 
with the advances in portable electronic devices and enhance the driving range of electric vehicles. 
Hence efforts are being made to increase the cathode capacity and lower the cost. In this regard, 
lithium-rich layered oxides, such as  Li1.2Mn0.6Ni0.2O2,   rich in Mn and Co free became appealing due 
to lower cost and capacities as high as 300 mA h g–1 in the last two decades . However, as discussed 
above the layered to spinel transitions due to the low OSSE of Mn3+ and the consequent voltage decay 
during cycling as well as Mn dissolution and the consequent poisoning of the graphite anode have 
been a challenge to employ them as a practical cathode. Intrigued by the involvement of oxide ions in 
the redox process of lithium-rich layered oxides, cathodes based on anion redox have become recently 
appealing, at least from a basic science point of view. However, the longterm cycle stability of such 
cathodes in full cells needs to be fully evaluated as we move forward to assess their practical viability. 
More recently, increasing the Ni content and lowering or eliminating the cobalt content in NMC 
cathodes is becoming much more prominent. Intensive efforts are underway around the world with 
this strategy as Ni2+ or Ni3+ can be oxidized all the way to Ni4+ without encountering much oxygen 
loss from the lattice, unlike with Co, as discussed earlier in the layered oxide section. However, 
layered oxides with high Ni contents have three critical challenges: cycle instability, thermal 
instability, and air instability, all of which are related to the instability of Ni3+ or Ni4+ in contact with 
the liquid organic electrolyte . This is understandable considering that only NiO with Ni2+ is known as 
a binary oxide and oxides like Ni3O4 or Ni2O3 with Ni3+ do not exist. Therefore, the chemically 
unstable Ni4+ ions that are generated on charging layered oxides with high Ni contents react 
aggressively with the electrolyte to form thick solid-electrolyte interphase (SEI) layers along with the 
dissolution of Ni and Mn, which then migrate towards graphite anode and deposits on them to limit 
the cyclability. The transition-metal deposition on graphite anodes catalyzes electrolyte 
decomposition and leads to the formation of a thick SEI layer with a multilayer structure as seen in 
Fig. 7, which increases with increasing number of cycles as more transition-metal ions dissolve and 
migrate to the anode. After a specific number of cycles, the SEI layer thickness also increases with 
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increasing Ni content due to the increasing transition-metal dissolution and deposition on the graphite 
anode. Furthermore, the phase transitions occurring in high nickel cathodes at a high state-of-charge 
with volume changes introduce cracks with new surfaces on cycling, which further exaggerate the 
surface reactivity with the electrolyte and increase metal dissolution and SEI formation, resulting in 
rapid capacity fade as cycling progresses. This issue becomes much more prominent and serious 
particularly after large number of cycles, extending beyond, for example, 500 cycles. Intuitive bulk 
cation doping as well as surface stabilization strategies to minimize the volume changes, crack 
formation, and surface reactivity can help to overcome the challenges as we move forward. For 
example, doping with a small amount of inert Al3+ for the transition-metal ions as seen in Fig. 7b 
increases electron localization by perturbing the long-range metal-metal interaction, decreases the 
long-range metal-oxygen covalence, makes the lattice robust with strong metal-oxygen bonds, and 
thereby suppresses transition-metal ion dissolution and improves the long-term cycle life. Such 
strategies also help to improve the thermal stability and air stability. Overall, both controlled materials 
synthesis and advanced bulk and surface characterization methodologies can help to develop an in-
depth basic science understanding and mitigate the issues as we move forward. The capacity of the 
three classes of insertion-reaction oxide cathodes discussed above are generally limited due to the 
limited number of crystallographic sites available as well as the large voltage steps encountered on 
going from one redox couple to another. For example, the voltage drops by more than 1 V on going 
from the V4+/5+ couple to the V3+/4+ couple, introducing challenges to employ them in practical 
applications. Ni is one unique candidate, which does not experience a voltage step on going through 
multiple redox couples, i.e., from the Ni3+/4+ couple to the Ni2+/3+ couple, as illustrated by the high-
voltage LiMn1.5 Ni 0.5 O4 spinel and layered NMC oxides. Considering the limitations in the capacity 
of insertion-reaction oxide cathodes, the alternative is to focus on conversion–reaction cathodes, such 
as sulfur and oxygen. However, both lithium–sulfur and lithium–oxygen batteries face challenges, 
much more so with lithium–oxygen batteries than with lithium–sulfur batteries. Catalytic 
decomposition of electrolytes resulting in poor cycle life as well as sluggish reaction kinetics resulting 
in a large hysteresis between the charge and discharge voltages remain as daunting issues for lithium–
oxygen batteries. On the other hand, enormous progress is being made with lithium-sulfur batteries in 
recent years, hopefully making them viable. However, the necessary practical parameters and metrics 
need to be seriously considered and followed through to make the lithium-sulfur technology 
successful. In this regard, a target consisting of “five 5s” and employing such targets in pouch cells 
could help as we move forward with lithium-sulfur batteries. The five targets are a sulfur loading of 
>5 mg cm–2, a carbon content of <5%, an electrolyte to sulfur (E/S) ratio of <5 μL mg–1, an 
electrolyte to capacity (E/C) ratio of <5 μL (mA h)–1, and a negative to positive (N/P) ratio of 
<5.(REF 25-31) 
 
 
THE NEED FOR RECYCLING CATHODE MATERIALS 
 
Lithium-ion batteries consist of five primary metals: aluminium and copper as collectors, cobalt, 
iron,and lithium.Of these cobalt and nickel being rare are available in only selected regions of the 
world. With the ever-growing need for lithium-ion batteries, particularly from the electric 
transportation industry, a large amount of lithium-ion batteries is bound to retire in the near future, 
thereby leading to serious disposal problems and detrimental impacts on environment and energy 
conservation.Also, the precious metals comprising these batteries would be lost forever. As per 
Bloomberg New Energy Finance, the global consumption of lithium-ion battery raw materials such as 
cobalt, lithium, and copper is expected to increase 20 times by 2030.(fig 8) So the best way to treat 
such batteries is to recycle the metals and other natural resources from a spent battery using different 
mechanical and metallurgical processes. These precious extracts can be re-used to manufacture more 
batteries. 
The high percentage of heavy metals like copper, nickel, and organic chemicals may contaminate soil 
and water if disposed of along with municipal waste ending up in landfills. Additionally, incinerating 
lithium-ion batteries releases toxic gases resulting in air pollution. Lithium requires proper handling 
as it poses health risks to humans and animals. It can get absorbed and accumulated in edible plants 
and can enter the food chain, causing various genetic, reproductive, and gastrointestinal problems. 
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The raw materials used in the batteries are mined from select places on earth. Transportation of these 
materials to different parts of the world for the production of lithium-ion batteries results in increasing 
its carbon footprint, the cause of greenhouse gas emissions. Usage of recycled materials can reduce 
the CO2 emissions from the production cycle by up to 90%.Therefore, to reduce dependence on 
imports of key metals of lithium-ion batteries, recycling of spent batteries to extract the precious 
metals makes complete sense. Also, a proper disposal of batteries should be made mandatory by the 
government to safeguard against potential environmental and health hazards associated with lithium-
ion batteries waste. There are short term and long term processes to manage the LIB waste and 
researches being going on for the reuse of the recycled cathode materials. As  replacement cannot be a 
permanent solution as it will lead to the scarcity of other metals hence the 3Rs should be the priority 
which will also lead a path of sustainable development. (REF 32) 
 

 
Fig7:Challenges associated with high-nickel layered oxide cathodes and the role of cation doping. 
(a)Schematic illustration of the dissolution and migration of transition-metal ions from the cathode to 
the graphite anodeand the consequent catalytic formation of thick SEI layers on   the graphiteanode. 
(b) Substitution of transition-metal ions with a small amount of inert ion like Al3+ that makes the 
lattice robust by perturbing the long-range metal-metal interaction and increasing the metal-oxygen 
bond strength and thereby suppressing metal-ion dissolution. 

 

 
 

 Fig-8-metals and  materials  demand  from LIB in EVs. 
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CONCLUSION: 
 
Basic science researches led to the identification of three classes of transition-metal oxide cathodes in 
the 1980s with much higher operating voltages than the preused sulfide cathodes in 1960s for lithium-
based batteries. They are layered oxides, spinel oxides, and polyanion oxides, and these three classes 
remain the leading cathodes and serve as a basis for future developments. The jump from sulfide 
cathodes to oxide cathodes was based on a simple idea that the top of the O2–:2p band lies at a lower 
energy than the top of the S2– :3p band, enabling access to lower-lying energy bands with higher 
oxidation states of transition-metal ions and a consequent increase in the operating voltage. The 
transition from simple oxide cathodes to polyanion oxide cathodes was based on the basic idea that a 
decrease in the covalency of the metal-oxygen bond by counter-cations (inductive effect) lowers the 
cathode redox energy and increases the operating voltage further compared to a simple oxide with the 
same redox couple. The higher operating voltages of oxide cathodes leading to higher energy densities 
and the presence of lithium in the as-synthesized cathodes prompted the commercialization of the 
modern-day lithium-ion batteries in the 1990s. With the increase in population there is demand of 
developments in LIBs with higher energy density and low cost. So there is a dire need of layered 
cathodes with high nickel content and cobalt content as much low as possible, but it needs to 
overcome certain hindrances like surface stabilizations ,thermal and air instabilities etc.. Intense 
researches been going on coversion reaction cathodes like oxygen and sulphur for improving the 
capacity as in the present cathodes the intercalation and deintercalation is limited due to the 
availability of less number of crystallographic sites. Progreeses are on for the development of 
Lithium-sulfur batteries and with more intensive researches keeping 3Rs and 5Ss in mind we can 
make earth cleaner and livable. 
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1. INTRODUCTION 

 

1.1.  Glycoproteins 

Glycoproteins are proteins that contain covalently attached sugar or oligosaccharides 

residues [1]. The hydrophilic and polar characteristics of sugars may dramatically change 

the chemical characteristics of the protein to which they are attached [1]. Glycoproteins 

are frequently present at the surface of the cells where they function as membrane 

proteins or as part of the extracellular matrix [2]. Inside cells they are found in specific 

organelles such as Golgi complexes, secretory granules, and lysosomes [3]. The 

oligosaccharide portions of glycoproteins are very heterogeneous and, like 

glycosaminoglycans, they are rich in information, forming highly specific sites for 

recognition and high affinity binding by carbohydrate-binding proteins called lectins. 

Some cytosolic and nuclear proteins can be glycosylated as well [2]. 

 

1.1.1.  Oligosaccharide linkages in glycoproteins 

Protein glycosylation is abundant than all other types of post-translational modifications 

of proteins. Oligosaccharides are attached to the proteins molecules through two type of 

linkages such as: N-linked and O-linked.  

1. N-Linked Glycoproteins [4]:  In the vast majority of N-glycosidic (N-linked) attachments, 

an NAG (N-Acetyl Glucosamine) is β-linked to the amide nitrogen of an Asn in the 

sequence Asn-X-Ser or Asn-X-Thr, where X is any amino acid residue except Pro and only 

rarely Asp, Glu, Leu, or Trp. The oligosaccharides in these linkages usually have a 

distinctive core (innermost sequence) whose peripheral mannose residues are linked to 

either mannose or NAG residues. These terminal mannose residues may, in turn, be linked 

to other sugar/oligosaccharides residues, so that an enormous diversity of N-linked 

oligosaccharides is possible. 

 

N-linked oligosaccharides have an N-glycosyl bond to the amide nitrogen of an Asn residue. 
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2. O-Linked Glycoproteins [4]: The most common O-glycosidic (O-linked) attachment 

involves the disaccharide core  β-galactosyl-(1→ 3)-α-N-acetylgalactosamine α-linked to 

the OH group of either Ser or Thr. Less commonly, glucose, galactose, mannose, and 

xylose form 𝛼-O-glycosides with Ser or Thr.  

 

O-linked oligosaccharides have an O-glycosidic bond to the hydroxyl group of Ser or Thr residues 

 

1.1.2.  Function and importance of glycoproteins 

Glycoproteins are heavily involved in the immune system, where they allow white blood 

cells to move around the body, initiate immune responses, and identify other cells. They 

are also involved in creating mucus to protect various organs in our body. Glycoproteins 

are essential for keeping our bodies healthy and functional. Some of the common 

glycoproteins are described below: 

❖ Mucins [2]: Mucins are a category of glycoproteins which are the major 

components of the mucus membrane in our body. Mucins are basically heavily 

glycosylated proteins that are produced and released by epithelial tissues. When the 

sequence of amino acids of the protein is examined, a high density of serine and 

threonine residues is found which are required to form the glycosidic bonds between the 

protein and sugar molecules. This means that they can form many O-glycosidic linkages. 

The oligosaccharide contains negative charges and these negative charges attract water 

molecules. These water molecules gets attached to mucins and hence to the mucus 

membrane giving them the ability to lubricate the epithelial tissues. The carbohydrates 

are very sticky in nature and thus he pathogenic and infectious agents are trapped and in 

this way mucins protect the epithelial tissues. 

❖ Erythropoietin [5]: Erythropoietin is a glycoprotein containing 165 amino acids 

sequence. Three of these amino acids are asparagine residues and are N-glycosylated 

whereas one of them is a serine residue and is O-glysolylated. Erythropoietin is produced 

by special cells in our kidney and is released into the blood plasma and acts as a hormone 
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that stimulates the production of erythrocytes. The glycosylation of erythropoietin helps 

to stabilise its structure and keep it in the blood plasma.   

❖ Tissue factor [2]: Tissue factor is a transmembrane glycoprotein that is exposed 

during trauma. It’s exposure initiates the formation of blood clotting process. 

The bulkiness and negative charge of oligosaccharide chains also protect some proteins 

from attack by proteolytic enzymes. The importance of normal protein glycosylation is 

clear from the finding of at least 18 different genetic disorders of glycosylation in humans, 

all causing severely defective physical or mental development; some of these disorders 

are fatal [3]. 

Glycoproteins are also important mediators of cell–cell recognition and, in many cases, 

are the receptors for bacterial attachment, via adhesins, in the initial stages of infection 

[2]. 

 

1.2.   Coronaviruses: origin and emergence 

❖ Coronaviruses infect humans and animals that cause variety of diseases/disorders 

which include respiratory, enteric, renal and neurological diseases. Since the beginning of 

the 21st century, three coronaviruses have crossed the species barrier to cause deadly 

pneumonia in humans: Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV), 

Middle East Respiratory Syndrome Coronavirus (MERS-CoV) and SARS-CoV-2. SARS-Cov 

emerged in Guangdong, China in 2002 and spread to five continents through air travel 

routes, infecting 8098 individuals and causing 774 deaths. In 2012, MERS-CoV emerged in 

the Arabia Peninsula and spread to 27 other countries infecting 2494 individuals and 

causing 858 deaths [6].  

❖ MERS-CoV is believed to have originated from bats and was transmitted to 

dromedary camels in the distant past. Both SARS-CoV and SARS-CoV-2 are closely related 

and originated in bats who most likely serve as reservoir host for these two viruses [6]. In 

addition to highly pathogenic zootonic pathogens SARS-CoV, MERS_CoV and SARS-Cov-2, 

all belonging to the 𝛽-Coronavirus genus, four low pathogenic coronavirus are endemic in 

humans: HCoV-OC43, HCoV-HKU1, HCoV-NL63 and HCoV-229E. 

❖ The ongoing pandemic of a novel strain of Coronavirus, SARS-CoV-2 was 

discovered in Wuhan, China and has resulted in >19.7Cr infections and >42L deaths [7]. 

On 31st January, 2020 the World Health Organisation (WHO) confirmed this novel Corona 

virus as a public health emergency of international concern. 
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2.  GENOME AND STRUCTURE OF SARS-CoV-2 

Coronaviruses are non-segmented, enveloped virus with single stranded positive sense 

RNA (+ssRNA) with 5’cap structure and 3’-poly-A tail ranging between 26 to 32kb in 

length. Coronaviruses belong to the family of Coronaviridae, of the sub family 

Coronavirinae, order Nidovirales, which include four genera: Alpha Coronavirus, Beta 

Coronavirus, Gamma Coronavirus and Delta Coronavirus (Fig. 1). Coronaviruses are the 

largest member of RNA viruses with a diameter of 80-160 nm. Phylogenetic analysis of 

2019 novel Coronavirus indicates that SARS-CoV-2 shares 79% and 55% genome identity 

to SARS-CoV and MERS-CoV respectively and belongs to same family of virus as SARS and 

MERS [8]. 

 

Fig. 1. Classification of coronaviruses; the 7 known HCoVs are shown in green and red. 

 

❖ The observed morphology of SARS-CoV-2 is consistent with the other members of 

Coronaviridae family. It has a core of tightly packed RNA and is surrounded by an 

envelope of proteins, glycoproteins and lipids. SARS-CoV-2 comprises of approximately 

30,000 bp-long RNA.   

❖ Structurally, SARS-CoV-2 has four main structural proteins: Spike (S)-Glycoprotein, 

Envelope (E)-Protein, Membrane (M)-Glycoprotein and Nucleocapsid (N)-Protein and 

other accessory proteins (Fig. 2). The genome is arranged in the order of a non-coding 5’-

UTR-replicase gene (ORF1ab)- structural proteins and accessory proteins- non-coding 3’-

UTR. Hemagglutinin-esterase gene, a common feature of lineage Betacoronavirus, is 

absent in SARS-CoV-2.  
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❖ The E-protein is the smallest of all structural proteins found in the viral membrane 

and localises to the endoplasmic reticulum and Golgi complex in the host cell and is 

known to facilitate virus like particle formation. It helps in production and maturation of 

this virus [9]. 

❖  The M-glycoprotein is a transmembrane protein that helps in determining the 

shape of the virus envelope. It is the most abundant structural protein in a virion 

(ineffective virus) and can bind to all other structural proteins [10].  

❖ N-proteins gets stabilised by binding with M-glycoproteins  and viral assembly is 

completed. The N-protein is responsible for packaging of the viral genome RNA into a 

helical ribonucleocapsid (RNP). It is the structural component of CoV in the endoplasmic 

reticulum-Golgi region [11]. 

❖ The S-glycoprotein is a transmembrane protein (Fig. 3) that mediates the entry of 

Coronavirus into the host cells. Its molecular weight is about 150kDa and is found in the 

outer portion of the virus. S-proteins form homotrimers protruding from the viral surface. 

It has two functional subunits: S1 subunit and S2 subunit. S1 subunit is responsible for 

binding to the host cell receptor and S2 subunit functions to mediate virus fusion in 

transmitting host cells (Fig. 4). S-protein facilitates binding of envelope viruses to host 

cells by attraction with Angiotensin-Converting Enzyme 2 (ACE2), expressed in lower 

respiratory tract cells [12]. 

  

Fig. 2. Schematic of SARS-CoV-2 structu re.  Fig. 3. Cartoon depicts key features and the 
trimeric structure of the SARS-CoV-2 S-protein. 

 

               Fig. 4. Schematic of SARS-CoV-2 genome (top) and S-protein (bottom). 
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3.  STRUCTURE OF SARS-CoV-2  S-GLYCOPROTEIN 

The SARS-CoV-2 S-glycoprotein plays important roles in viral infection and pathogenesis. 

The mature S-glycoprotein on the surface of the virus is a heavily glycosylated trimer. Each 

protomer of this consists of 1260 amino acids residues. The surface subunit S1 is 

composed of 672 amino acids residues and arranged into four domains which are: an N-

terminal domain (NTD), a C-terminal domain (CTD) which is also known as the receptor-

binding domain, and two subdomains, SD1 and SD2 [13]. The transmembrane S2 subunit 

is composed of 588 amino acids residues and contains an N-terminal hydrophobic fusion 

peptide (FP), two heptad repeats (HR1 and HR2), a transmembrane domain (TM), and a 

cytoplasmic tail (CT), arranged as FP-HR1-HR2-TM-CT (Fig. 5) [13]. The distal S1 subunit 

contains the receptor-binding domain(s) and support the prefusion state of the 

membrane-anchored S2 subunit that contains the fusion machinery [6]. 

 

The SARS-CoV-2 S glycoprotein is a part of the typical class I viral fusion protein, it 

therefore shares some common structural and mechanistic features with other class I viral 

fusion proteins. Like other class I viral fusion proteins, the SARS-CoV-2 S glycoprotein is 

also a conformational machine which mediates viral entry by switching from a metastable 

unliganded state, through a prehairpin intermediate state, to a stable postfusion state. 

Determination of the SARS-Co-V-2 S glycoprotein trimer fragments have been done in 

both the prefusion and postfusion states (Fig. 6) [14,15,16]. 

 

 

(Fig. 5. Overall structure of the SARS-CoV-2 S glycoprotein trimer in different conformations: 
Schematic representation of the domain arrangement of the SARS-CoV-2 S-protein precursor.  

NTD: N-terminal domain; RBD: receptor-binding domain; RBM: receptor-binding motif; SD1/2: Sub 
domain 1/2; FP: Fusion peptide; HR1/2: Heptad repeat 1/2; CH: Central Helix; CD: Connector 
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domain; TM: Transmembrane domain; CT: Cytoplasmic Tail; Arrows denote proteases cleavage 
sites.) 

 

 

Fig. 6.  Side and top views of the prefusion structure of the SARS-CoV-2 S ectodomain trimer with 
two RBDs in the down conformation and one RBD assumes the up conformation. 

 

The life cycle (Fig. 7) of SARS-CoV-2 begins with membrane fusion occurring at the plasma 

membrane or within acidified endosomes after endocytosis, which is mediated by 

conformational changes in the S-glycoprotein triggered by angiotensin-converting enzyme 

2 (ACE2) binding. Following viral entry, SARS-CoV-2 releases its genomic RNA into the host 

cell cytoplasm. Genome RNA is first translated into viral replicase polyproteins (pp1a and 

1ab), which are further cleaved by viral proteases into a total of 16 nonstructural proteins. 

A replication-transcription complex (RTC) is formed based on many of these nonstructural 

proteins. In the process of genome replication and transcription mediated by RTC, the 

negative-sense (− sense) genomic RNA is synthesized and used as a template to produce 

positive-sense (+ sense) genomic RNA and subgenomic RNAs. The nucleocapsid (N) 

structural protein and viral RNA are replicated, transcribed, and synthesized in the 

cytoplasm, whereas other viral structural proteins, including the S protein, membrane (M) 

protein and envelope (E) protein, are transcribed and then translated in the rough 

endoplasmic reticulum (RER) and transported to the Golgi complex. In the RER and Golgi 

complex, the SARS-CoV-2 glycoprotein is subjected to co-translational and post-

translational processing, including signal peptide removal, trimerization, extensive 

glycosylation and subunit cleavage. The N protein is subsequently associated with the 

positive sense genomic RNA to become a nucleoprotein complex (nucleocapsid), which 

together with S, M, and E proteins as well as other viral proteins, is further assembled and 
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followed by budding into the lumen of the ER-Golgi intermediate compartment (ERGIC) to 

form mature virions. Finally, the mature virions are released from the host cell, waiting for 

a new life cycle to start. 

 

Fig. 7. Schematic representation of the life cycle of SARS-CoV-2. 

 

3.1.  Structure of the S1 subunit 

The virus particles get attached to cell receptors to the surface of the host cell. This is the 

starting of the infection of virus. Therefore, receptor recognition is important to the entry 

of virus. 

The RBD which is situated in the S1 subunit gets attached to the cell receptor, ACE2, in the 

region of aminopeptidase N. The S1 region consists of the NTD and CTD, and atomic 

details at the binding interface. The SARS-CoV-2 S CTD binding interface has more 

residues that gets to interact directly with the receptor ACE2 than does SARS-RBD, and a 

larger surface area is buried with SARS CoV-2 S CTD in complex with ACE2 than with SARS 

S RBD. There are mutations in the key residues which plays an important role in enhancing 

the interaction with ACE2. F486 in SARS-CoV-2, instead of I472 in SARS RBD, forms strong 

aromatic–aromatic interactions with ACE2 Y83, and E484 in SARS-CoV-2-CTD, instead of 

P470 in SARS RBD, forms ionic interactions with K31, which leads to higher affinity for 

receptor binding than RBD of SARS-CoV (Fig. 8) [17, 18, 19, 20]. The RBD region is a target 
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for neutralizing antibodies (nAbs), and SARS-CoV-2 and SARS-CoV RBD are ~73%–76% 

similar in sequence. Nine ACE2-contacting residues in CoV RBD are fully conserved, and 

four are partially conserved. The analysis of the RBM (receptor-binding motif) of SARS-

CoV and SARS-CoV-2 revealed that most residues essential for ACE2 binding in the SARS-

CoV S protein are conserved in the SARS-CoV-2 S protein. Studies have shown that there 

are some differences in antigenicity between SARS-CoV and SARS-Co-V-2. It is revealed by 

the studies on the murine monoclonal antibodies and polyclonal antibodies against SARS-

RBD [19].  

 

Fig. 8. The S protein binds to ACE2 with opened RBD in the S1 subunit. 

 

3.2.  Structure of the S2 subunit 

The S2 subunit consists of a FP, HR1, HR2, TM domain, and cytoplasmic domain fusion 

(CT). It is responsible for viral fusion and entry of the virus. FP is a short section consisting 

of 15–20 conserved amino acids of the family of virus, such as glycine (G) or alanine (A). It 

anchors to the target membrane once the S protein adopts the prehairpin conformation. 

Previously it was shown that FP plays a necessary role in media membrane fusion by 

disrupting and connecting lipid bilayers of the host plasma membrane [21]. HR1 and HR2 

are composed of a repetitive heptapeptide: HPPHCPC, where H is a hydrophobic or large 

residue, P is a polar or hydrophilic residue, and C is another charged residue [22]. HR1 and 

HR2 form the six-helical bundle (6-HB). This is essential for the function of the S2 subunit 

in viral fusion and entry [23]. HR1 is found at the C-terminus of a hydrophobic FP, and HR2 

is found at the N-terminus of the TM domain [24]. The downstream TM domain anchors 

the S protein to the viral membrane, and therefore the S2 subunit ends in a CT tail [25]. 

RBD binds to ACE2, and S2 changes conformation by inserting FP into the target cell 
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membrane, exposing the prehairpin coiledcoil of the HR1 domain and triggering 

interaction between the HR2 domain and HR1 trimer to create 6-HB, thus bringing the 

viral envelope and cell membrane into proximity for viral fusion and entry. HR1 forms a 

homotrimeric assembly during which three extremely preserved hydrophobic grooves on 

the surface that bind to HR2 are exposed. The HR2 domain forms each a rigid helix and a 

versatile loop to interact with the HR1 domain. In the postfusion hairpin conformation of 

CoVs, there are many strong interactions between the HR1 and HR2 domains inside the 

helical region, which is designated the “fusion core region” (HR1core and HR2core 

regions, respectively). Targeting the heptad repeat (HR) has attracted the greatest interest 

in therapeutic drug discovery. The S protein is an important target protein for the 

development of specific drugs, while the S1 RBD domain is part of a highly mutable region 

and is not an ideal target site for broad-spectrum antiviral inhibitor development [26]. In 

contrast, the HR region of the S2 subunit plays a necessary role in HCoV infections and is 

preserved among HCoVs, as is the mode of interaction between HR1 and HR2 [27]. An 

artificial  peptide derived from the stem region of the ZIKV envelope protein was 

demonstrated in 2017 to powerfully inhibit infection by ZIKV and other flaviviruses in vitro 

[28], implying antiviral potency of peptides derived from preserved regions of viral 

proteins. Peptides derived from the HR2 region of class I viral fusion proteins of enveloped 

viruses competitively bind to viral HR1 and effectively inhibit viral infection. Therefore, 

HR1 has become a promising target for the development of fusion inhibitors against SARS-

CoV-2 infection [29]. 

 

4.  FUNCTION OF THE SARS-CoV-2  S-GLYCOPROTEIN 

The S protein on the surface of the virus may be a key issue which is involved in infection. 

It is a trimeric class I TM glycoprotein which causes the entry of the virus, and it is present 

in all kinds of HCoVs, as well as in other viruses [30]. Similar to other coronaviruses, the S 

protein of SARS-CoV-2 mediates receptor recognition, cell attachment, and fusion 

throughout the viral infection [18, 19, 20, 31, 32,33]. The basic unit by which the S protein 

binds to the receptor is the trimer of the S protein which is located on the surface of the 

viral envelope [18, 33]. The S1 domain containing the RBD is primarily responsible for the 

attachment of the virus to the receptor, while the S2 domain mainly contains the HR 

domain, that is HR1 and HR2, which is associated to virus fusion [29, 34]. 
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4.1. Receptor binding 

The SARS-CoV-2 S protein gets attached to the host cell by recognizing the receptor ACE2 

(Angiotensin Converting Enzyme 2) [33]. ACE2 converts angiotensin I to angiotensin [35]. 

ACE2 is distributed primarily in the lungs, intestine, heart, and kidney, and alveolar 

epithelial type II cells [36]. ACE2 is additionally an identified receptor for SARS-CoV. The S1 

subunit of the SARS-CoV S protein binds with ACE2 to promote the formation of 

endosomes, which triggers viral fusion activity underneath Hydrogen ion concentration 

(Fig. 9a,b) [37]. Since ACE2 from different species, such as amphibians, birds, and 

mammals, has a preserved primary structure, the interaction between the S protein and 

ACE2 may be used to identify intermediate hosts of SARS-CoV-2 [38]. The S protein gets 

attached to ACE2 through the RBD region of the S1 subunit, mediating viral attachment to 

host cells in the form of a trimer [17]. The dissociation constant (KD) of attachment of 

SARS-CoV-2 S protein to human ACE2 is 14.7 nM which is less than that of SARS-CoV for 

which the KD is 325.8 nM. This indicates that SARS-CoV-2 S is much more sensitive to ACE2 

that that of SARS-CoV S. An approximate 24% difference is found in S-protein between 

SARS-CoV-2 and SARS-CoV whereas that of RBD is 23% [39]. 

 

4.2. Viral fusion 

The fusion of the viral membrane and host cell membrane is referred to as Viral Fusion 

(Fig. 9 a,b). This results in the discharge of the viral genome into the host cell. Cleavage of 

the SARS-CoV-2 S1 and S2 subunits is the basis of fusion. The S protein is cleaved in 2 

components which are the S1 subunit and S2 subunit, by the host proteases. The subunits, 

S1and S2 exist in a non-covalent form till viral fusion occurs [40]. It is discovered that the 

precise furin cleavage site is at the cleavage site of SARS-CoV-2 but not in other SARS like 

CoVs [41, 42]. The S protein of SARS-CoV-2 exists in an uncleaved state. This is discovered 

from the mutation of the cleavage site in SARS-CoV-2. The others are primarily in a 

cleaved state. Multiple furin cleavage sites are present in SARS-CoV-2 and therefore the 

probability ofbeing cleaved by furin like proteases increases and thereby enhances its 

infectivity [43, 44]. Host cell proteases, such as TMPRSS2, are essential for S protein 

priming, and they have been shown to be activated in the entry of SARS-CoV and 

influenza A virus [47, 48]. Another host cell protease that has been proven to cleave viral S 

protein is trypsin [49].  

Therefore we can conclude that the S protein of SARS-CoV-2 is similar to that of SARS-

CoV, and host cell proteases are required for promoting S protein cleavage of both SARS-
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CoV-2 and SARS-CoV. The presence of a selected furin cleavage site on SARS-CoV-2 S 

might be one reason that SARS-CoV-2 is more contagious than SARS-CoV. The formation 

of 6-HB is essential for viral fusion. The FP within the N-terminus of SARS-CoV-2 and the 

two HR domains on S2 is essential for viral fusion [50]. After cleavage of the S protein, the 

FP of SARS-CoV-2 is exposed and triggers viral fusion. Under the action of some special 

ligands, the fusion protein undergoes a conformational change and then inserts into the 

host cell membrane (Fig. 9c) [51]. The distance between the viral membrane and host cell 

membrane is shortened, and the HR1 domain of the S protein is in close proximity to the 

host cell membrane, whereas the HR2 domain is closer to the viral membrane side. Then, 

HR2 folds back to HR1, the two HR domains form a six-helix structure in an antiparallel 

format of the fusion core, the viral membrane is pulled  toward the host cell membrane 

and tightly binds to it, and the two membranes fuse [52].  

 

 

Fig. 9a. The schematic structure of the S protein.  Fig. 9b. The S protein binds to the receptor ACE2. 

 

 

Fig. 9c. The binding and virus–cell fusion process mediated by the S protein. 
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5. POST TRANSLATIONAL MODIFICATIONS OF S-GLYCOPROTEIN 

Numerous CoV proteins undergo post translational modifications (PTMs) which include 

glycosylation and palmitoylation of the E and S-glycoprotein. More specifically, 

glycosylation at Asn residues (N linked) or hydroxyl group of Ser and Thr (O-linked) of the 

M-protein, ADP-ribosylation of N-protein and other PTMs on NSPs and accessory protein 

have been observed in CoVs. In addition, incorporation of disulfide bonds in S-

glycoprotein and conserved cysteine residues into its cytosolic domain have been 

reported with palmitoylation.  

5.1.   N-linked glycosylation 

The N-linked glycosylation in S-glycoprotein of CoVs was first reported for mouse hepatitis 

virus. S-glycoprotein of SARS-CoV-2 has exhibits oligosaccharides containing high mannose 

and trimers within 30 min after the entry into endoplasmic reticulum, former to the 

acquirement of multifaceted glycans present in Golgi apparatus. Monitoring of SARS-CoV 

S-glycoprotein susceptibility to endoglycosidase H (endo H), shows its maturation status. 

Using molecular cloning techniques, the S glycoprotein coding sequences of various CoVs 

were cloned, following determination of N-linked glycosylation sites. However, all the 

putative glycosylation sites were not functional. In SARS-CoV S-glycoprotein, 12 sites were 

found glycosylated out of the 23 putative sites [53]. N-linked glycosylation is associated 

with protein conformation, and hence intensely affects the antigenicity of S-glycoprotein 

and receptor binding. Similarly, S-glycoprotein of SARS-CoV-2 has been found to exhibit 22 

N-linked glycan structure detected using mass spectrometry which showed complex and 

hybrid glycans likely to play an important role in protein folding and immune evasion. 

5.2.   Palmitoylation 

Palmitoylation is a process of the covalent attachment of fatty acids like palmitic acid, to 

cysteine etc. Four cysteine rich clusters are present in the cytoplasmic ends of SARSCoV S-

glycoprotein. Mutational study revealed palmitoylation of cysteine clusters I and II. Even 

though the cellular expression of SARS-CoV S-glycoprotein was unaffected considerably by 

cysteine clusters I and II mutations, S mediated fusion of cells was clearly reduced as 

compared with the wild type protein. This suggests the requirement of palmitoylation in 

the endodomain for the SARS-CoV S-glycoprotein fusogenic activity [53] [54]. 
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6. CONCLUSION 

Seventeen years after the short outbreak of the severe acute respiratory syndrome (SARS) 

in 2003, another coronavirus-related epidemic disease, coronavirus disease 2019 (COVID-

19) has now spread globally and has jeopardized the lives of almost everyone on this 

planet. SARS coronavirus (SARS-CoV) and SARS-CoV-2 are the etiological agents of SARS 

and COVID-19, respectively. 

SARS-CoV-2 shows many similarities with SARS-CoV on sequence alignment, structural, 

and antigen basis. The SARS-CoV and SARS-CoV-2 particles are roughly spherical with a 

diameter of 80–120 nm. Protruding spikes decorates the surface of the viral particles. 

These spikes are glycoprotein in nature and are termed as S-glycoprotein. S-glycoprotein 

plays essential roles in host-pathogen interaction, such as, in mediating the entry of the 

virus into host cells through binding with human Angiotensin-converting enzyme 2 (h-

ACE2) as a functional receptor, a main target for neutralization antibody, immunological 

functions etc.  

All coronaviruses display lectin like spike glycoproteins on their surface. O-acetylated sialic 

acid binding by the S1 spike protein subunits is crucial for coronavirus to engage host 

cells, while the S2 domain initiates viral fusion. Enhanced binding affinity between SARS-

CoV-2 S-glycoprotein and hACE2 was proposed to correlate with increased virus 

transmissibility and disease severity in humans. 

The complete chemical structure of the S-glycoprotein is still unknown especially for the 

glycan part. However, it is clear that the S- glycoprotein play the most crucial role in viral 

infection and propagation. More research findings will help to understand the function 

and role of the S-glycoprotein.  

Till today, there is no effective drug to cure coronavirus infection. Several vaccines have 

been developed on emergency basic with varied efficacy against different mutant stains 

of covid-19. More efficient SARS-CoV-2 vaccines are therefore crucial to reduce the 

severity and transmission of the disease. In the quest for better vaccine, vaccine 

development targeting the cell surface S-glycoprotein is being investigated.  

Spike glycoprotein is now known to bind with O-acelylated sialic acids. Based on this 

observation, research is being conducted to develop simple COVID-19 diagnostic kit 

instead of complicated RNA based detection process. Currently S-glycoprotein is one of 

the most vital targets for the development of vaccine and therapeutics for COVID-19. 
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1. INTRODUCTION 

 

1.1.  Glycoproteins 

Glycoproteins are proteins that contain covalently attached sugar or oligosaccharides 

residues [1]. The hydrophilic and polar characteristics of sugars may dramatically change 

the chemical characteristics of the protein to which they are attached [1]. Glycoproteins 

are frequently present at the surface of the cells where they function as membrane 

proteins or as part of the extracellular matrix [2]. Inside cells they are found in specific 

organelles such as Golgi complexes, secretory granules, and lysosomes [3]. The 

oligosaccharide portions of glycoproteins are very heterogeneous and, like 

glycosaminoglycans, they are rich in information, forming highly specific sites for 

recognition and high affinity binding by carbohydrate-binding proteins called lectins. 

Some cytosolic and nuclear proteins can be glycosylated as well [2]. 

 

1.1.1.  Oligosaccharide linkages in glycoproteins 

Protein glycosylation is abundant than all other types of post-translational modifications 

of proteins. Oligosaccharides are attached to the proteins molecules through two type of 

linkages such as: N-linked and O-linked.  

1. N-Linked Glycoproteins [4]:  In the vast majority of N-glycosidic (N-linked) attachments, 

an NAG (N-Acetyl Glucosamine) is β-linked to the amide nitrogen of an Asn in the 

sequence Asn-X-Ser or Asn-X-Thr, where X is any amino acid residue except Pro and only 

rarely Asp, Glu, Leu, or Trp. The oligosaccharides in these linkages usually have a 

distinctive core (innermost sequence) whose peripheral mannose residues are linked to 

either mannose or NAG residues. These terminal mannose residues may, in turn, be linked 

to other sugar/oligosaccharides residues, so that an enormous diversity of N-linked 

oligosaccharides is possible. 

 

N-linked oligosaccharides have an N-glycosyl bond to the amide nitrogen of an Asn residue. 
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2. O-Linked Glycoproteins [4]: The most common O-glycosidic (O-linked) attachment 

involves the disaccharide core  β-galactosyl-(1→ 3)-α-N-acetylgalactosamine α-linked to 

the OH group of either Ser or Thr. Less commonly, glucose, galactose, mannose, and 

xylose form 𝛼-O-glycosides with Ser or Thr.  

 

O-linked oligosaccharides have an O-glycosidic bond to the hydroxyl group of Ser or Thr residues 

 

1.1.2.  Function and importance of glycoproteins 

Glycoproteins are heavily involved in the immune system, where they allow white blood 

cells to move around the body, initiate immune responses, and identify other cells. They 

are also involved in creating mucus to protect various organs in our body. Glycoproteins 

are essential for keeping our bodies healthy and functional. Some of the common 

glycoproteins are described below: 

❖ Mucins [2]: Mucins are a category of glycoproteins which are the major 

components of the mucus membrane in our body. Mucins are basically heavily 

glycosylated proteins that are produced and released by epithelial tissues. When the 

sequence of amino acids of the protein is examined, a high density of serine and 

threonine residues is found which are required to form the glycosidic bonds between the 

protein and sugar molecules. This means that they can form many O-glycosidic linkages. 

The oligosaccharide contains negative charges and these negative charges attract water 

molecules. These water molecules gets attached to mucins and hence to the mucus 

membrane giving them the ability to lubricate the epithelial tissues. The carbohydrates 

are very sticky in nature and thus he pathogenic and infectious agents are trapped and in 

this way mucins protect the epithelial tissues. 

❖ Erythropoietin [5]: Erythropoietin is a glycoprotein containing 165 amino acids 

sequence. Three of these amino acids are asparagine residues and are N-glycosylated 

whereas one of them is a serine residue and is O-glysolylated. Erythropoietin is produced 

by special cells in our kidney and is released into the blood plasma and acts as a hormone 
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that stimulates the production of erythrocytes. The glycosylation of erythropoietin helps 

to stabilise its structure and keep it in the blood plasma.   

❖ Tissue factor [2]: Tissue factor is a transmembrane glycoprotein that is exposed 

during trauma. It’s exposure initiates the formation of blood clotting process. 

The bulkiness and negative charge of oligosaccharide chains also protect some proteins 

from attack by proteolytic enzymes. The importance of normal protein glycosylation is 

clear from the finding of at least 18 different genetic disorders of glycosylation in humans, 

all causing severely defective physical or mental development; some of these disorders 

are fatal [3]. 

Glycoproteins are also important mediators of cell–cell recognition and, in many cases, 

are the receptors for bacterial attachment, via adhesins, in the initial stages of infection 

[2]. 

 

1.2.   Coronaviruses: origin and emergence 

❖ Coronaviruses infect humans and animals that cause variety of diseases/disorders 

which include respiratory, enteric, renal and neurological diseases. Since the beginning of 

the 21st century, three coronaviruses have crossed the species barrier to cause deadly 

pneumonia in humans: Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV), 

Middle East Respiratory Syndrome Coronavirus (MERS-CoV) and SARS-CoV-2. SARS-Cov 

emerged in Guangdong, China in 2002 and spread to five continents through air travel 

routes, infecting 8098 individuals and causing 774 deaths. In 2012, MERS-CoV emerged in 

the Arabia Peninsula and spread to 27 other countries infecting 2494 individuals and 

causing 858 deaths [6].  

❖ MERS-CoV is believed to have originated from bats and was transmitted to 

dromedary camels in the distant past. Both SARS-CoV and SARS-CoV-2 are closely related 

and originated in bats who most likely serve as reservoir host for these two viruses [6]. In 

addition to highly pathogenic zootonic pathogens SARS-CoV, MERS_CoV and SARS-Cov-2, 

all belonging to the 𝛽-Coronavirus genus, four low pathogenic coronavirus are endemic in 

humans: HCoV-OC43, HCoV-HKU1, HCoV-NL63 and HCoV-229E. 

❖ The ongoing pandemic of a novel strain of Coronavirus, SARS-CoV-2 was 

discovered in Wuhan, China and has resulted in >19.7Cr infections and >42L deaths [7]. 

On 31st January, 2020 the World Health Organisation (WHO) confirmed this novel Corona 

virus as a public health emergency of international concern. 
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2.  GENOME AND STRUCTURE OF SARS-CoV-2 

Coronaviruses are non-segmented, enveloped virus with single stranded positive sense 

RNA (+ssRNA) with 5’cap structure and 3’-poly-A tail ranging between 26 to 32kb in 

length. Coronaviruses belong to the family of Coronaviridae, of the sub family 

Coronavirinae, order Nidovirales, which include four genera: Alpha Coronavirus, Beta 

Coronavirus, Gamma Coronavirus and Delta Coronavirus (Fig. 1). Coronaviruses are the 

largest member of RNA viruses with a diameter of 80-160 nm. Phylogenetic analysis of 

2019 novel Coronavirus indicates that SARS-CoV-2 shares 79% and 55% genome identity 

to SARS-CoV and MERS-CoV respectively and belongs to same family of virus as SARS and 

MERS [8]. 

 

Fig. 1. Classification of coronaviruses; the 7 known HCoVs are shown in green and red. 

 

❖ The observed morphology of SARS-CoV-2 is consistent with the other members of 

Coronaviridae family. It has a core of tightly packed RNA and is surrounded by an 

envelope of proteins, glycoproteins and lipids. SARS-CoV-2 comprises of approximately 

30,000 bp-long RNA.   

❖ Structurally, SARS-CoV-2 has four main structural proteins: Spike (S)-Glycoprotein, 

Envelope (E)-Protein, Membrane (M)-Glycoprotein and Nucleocapsid (N)-Protein and 

other accessory proteins (Fig. 2). The genome is arranged in the order of a non-coding 5’-

UTR-replicase gene (ORF1ab)- structural proteins and accessory proteins- non-coding 3’-

UTR. Hemagglutinin-esterase gene, a common feature of lineage Betacoronavirus, is 

absent in SARS-CoV-2.  
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❖ The E-protein is the smallest of all structural proteins found in the viral membrane 

and localises to the endoplasmic reticulum and Golgi complex in the host cell and is 

known to facilitate virus like particle formation. It helps in production and maturation of 

this virus [9]. 

❖  The M-glycoprotein is a transmembrane protein that helps in determining the 

shape of the virus envelope. It is the most abundant structural protein in a virion 

(ineffective virus) and can bind to all other structural proteins [10].  

❖ N-proteins gets stabilised by binding with M-glycoproteins  and viral assembly is 

completed. The N-protein is responsible for packaging of the viral genome RNA into a 

helical ribonucleocapsid (RNP). It is the structural component of CoV in the endoplasmic 

reticulum-Golgi region [11]. 

❖ The S-glycoprotein is a transmembrane protein (Fig. 3) that mediates the entry of 

Coronavirus into the host cells. Its molecular weight is about 150kDa and is found in the 

outer portion of the virus. S-proteins form homotrimers protruding from the viral surface. 

It has two functional subunits: S1 subunit and S2 subunit. S1 subunit is responsible for 

binding to the host cell receptor and S2 subunit functions to mediate virus fusion in 

transmitting host cells (Fig. 4). S-protein facilitates binding of envelope viruses to host 

cells by attraction with Angiotensin-Converting Enzyme 2 (ACE2), expressed in lower 

respiratory tract cells [12]. 

  

Fig. 2. Schematic of SARS-CoV-2 structu re.  Fig. 3. Cartoon depicts key features and the 
trimeric structure of the SARS-CoV-2 S-protein. 

 

               Fig. 4. Schematic of SARS-CoV-2 genome (top) and S-protein (bottom). 
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3.  STRUCTURE OF SARS-CoV-2  S-GLYCOPROTEIN 

The SARS-CoV-2 S-glycoprotein plays important roles in viral infection and pathogenesis. 

The mature S-glycoprotein on the surface of the virus is a heavily glycosylated trimer. Each 

protomer of this consists of 1260 amino acids residues. The surface subunit S1 is 

composed of 672 amino acids residues and arranged into four domains which are: an N-

terminal domain (NTD), a C-terminal domain (CTD) which is also known as the receptor-

binding domain, and two subdomains, SD1 and SD2 [13]. The transmembrane S2 subunit 

is composed of 588 amino acids residues and contains an N-terminal hydrophobic fusion 

peptide (FP), two heptad repeats (HR1 and HR2), a transmembrane domain (TM), and a 

cytoplasmic tail (CT), arranged as FP-HR1-HR2-TM-CT (Fig. 5) [13]. The distal S1 subunit 

contains the receptor-binding domain(s) and support the prefusion state of the 

membrane-anchored S2 subunit that contains the fusion machinery [6]. 

 

The SARS-CoV-2 S glycoprotein is a part of the typical class I viral fusion protein, it 

therefore shares some common structural and mechanistic features with other class I viral 

fusion proteins. Like other class I viral fusion proteins, the SARS-CoV-2 S glycoprotein is 

also a conformational machine which mediates viral entry by switching from a metastable 

unliganded state, through a prehairpin intermediate state, to a stable postfusion state. 

Determination of the SARS-Co-V-2 S glycoprotein trimer fragments have been done in 

both the prefusion and postfusion states (Fig. 6) [14,15,16]. 

 

 

(Fig. 5. Overall structure of the SARS-CoV-2 S glycoprotein trimer in different conformations: 
Schematic representation of the domain arrangement of the SARS-CoV-2 S-protein precursor.  

NTD: N-terminal domain; RBD: receptor-binding domain; RBM: receptor-binding motif; SD1/2: Sub 
domain 1/2; FP: Fusion peptide; HR1/2: Heptad repeat 1/2; CH: Central Helix; CD: Connector 
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domain; TM: Transmembrane domain; CT: Cytoplasmic Tail; Arrows denote proteases cleavage 
sites.) 

 

 

Fig. 6.  Side and top views of the prefusion structure of the SARS-CoV-2 S ectodomain trimer with 
two RBDs in the down conformation and one RBD assumes the up conformation. 

 

The life cycle (Fig. 7) of SARS-CoV-2 begins with membrane fusion occurring at the plasma 

membrane or within acidified endosomes after endocytosis, which is mediated by 

conformational changes in the S-glycoprotein triggered by angiotensin-converting enzyme 

2 (ACE2) binding. Following viral entry, SARS-CoV-2 releases its genomic RNA into the host 

cell cytoplasm. Genome RNA is first translated into viral replicase polyproteins (pp1a and 

1ab), which are further cleaved by viral proteases into a total of 16 nonstructural proteins. 

A replication-transcription complex (RTC) is formed based on many of these nonstructural 

proteins. In the process of genome replication and transcription mediated by RTC, the 

negative-sense (− sense) genomic RNA is synthesized and used as a template to produce 

positive-sense (+ sense) genomic RNA and subgenomic RNAs. The nucleocapsid (N) 

structural protein and viral RNA are replicated, transcribed, and synthesized in the 

cytoplasm, whereas other viral structural proteins, including the S protein, membrane (M) 

protein and envelope (E) protein, are transcribed and then translated in the rough 

endoplasmic reticulum (RER) and transported to the Golgi complex. In the RER and Golgi 

complex, the SARS-CoV-2 glycoprotein is subjected to co-translational and post-

translational processing, including signal peptide removal, trimerization, extensive 

glycosylation and subunit cleavage. The N protein is subsequently associated with the 

positive sense genomic RNA to become a nucleoprotein complex (nucleocapsid), which 

together with S, M, and E proteins as well as other viral proteins, is further assembled and 
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followed by budding into the lumen of the ER-Golgi intermediate compartment (ERGIC) to 

form mature virions. Finally, the mature virions are released from the host cell, waiting for 

a new life cycle to start. 

 

Fig. 7. Schematic representation of the life cycle of SARS-CoV-2. 

 

3.1.  Structure of the S1 subunit 

The virus particles get attached to cell receptors to the surface of the host cell. This is the 

starting of the infection of virus. Therefore, receptor recognition is important to the entry 

of virus. 

The RBD which is situated in the S1 subunit gets attached to the cell receptor, ACE2, in the 

region of aminopeptidase N. The S1 region consists of the NTD and CTD, and atomic 

details at the binding interface. The SARS-CoV-2 S CTD binding interface has more 

residues that gets to interact directly with the receptor ACE2 than does SARS-RBD, and a 

larger surface area is buried with SARS CoV-2 S CTD in complex with ACE2 than with SARS 

S RBD. There are mutations in the key residues which plays an important role in enhancing 

the interaction with ACE2. F486 in SARS-CoV-2, instead of I472 in SARS RBD, forms strong 

aromatic–aromatic interactions with ACE2 Y83, and E484 in SARS-CoV-2-CTD, instead of 

P470 in SARS RBD, forms ionic interactions with K31, which leads to higher affinity for 

receptor binding than RBD of SARS-CoV (Fig. 8) [17, 18, 19, 20]. The RBD region is a target 



P a g e  | 12 

 

for neutralizing antibodies (nAbs), and SARS-CoV-2 and SARS-CoV RBD are ~73%–76% 

similar in sequence. Nine ACE2-contacting residues in CoV RBD are fully conserved, and 

four are partially conserved. The analysis of the RBM (receptor-binding motif) of SARS-

CoV and SARS-CoV-2 revealed that most residues essential for ACE2 binding in the SARS-

CoV S protein are conserved in the SARS-CoV-2 S protein. Studies have shown that there 

are some differences in antigenicity between SARS-CoV and SARS-Co-V-2. It is revealed by 

the studies on the murine monoclonal antibodies and polyclonal antibodies against SARS-

RBD [19].  

 

Fig. 8. The S protein binds to ACE2 with opened RBD in the S1 subunit. 

 

3.2.  Structure of the S2 subunit 

The S2 subunit consists of a FP, HR1, HR2, TM domain, and cytoplasmic domain fusion 

(CT). It is responsible for viral fusion and entry of the virus. FP is a short section consisting 

of 15–20 conserved amino acids of the family of virus, such as glycine (G) or alanine (A). It 

anchors to the target membrane once the S protein adopts the prehairpin conformation. 

Previously it was shown that FP plays a necessary role in media membrane fusion by 

disrupting and connecting lipid bilayers of the host plasma membrane [21]. HR1 and HR2 

are composed of a repetitive heptapeptide: HPPHCPC, where H is a hydrophobic or large 

residue, P is a polar or hydrophilic residue, and C is another charged residue [22]. HR1 and 

HR2 form the six-helical bundle (6-HB). This is essential for the function of the S2 subunit 

in viral fusion and entry [23]. HR1 is found at the C-terminus of a hydrophobic FP, and HR2 

is found at the N-terminus of the TM domain [24]. The downstream TM domain anchors 

the S protein to the viral membrane, and therefore the S2 subunit ends in a CT tail [25]. 

RBD binds to ACE2, and S2 changes conformation by inserting FP into the target cell 
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membrane, exposing the prehairpin coiledcoil of the HR1 domain and triggering 

interaction between the HR2 domain and HR1 trimer to create 6-HB, thus bringing the 

viral envelope and cell membrane into proximity for viral fusion and entry. HR1 forms a 

homotrimeric assembly during which three extremely preserved hydrophobic grooves on 

the surface that bind to HR2 are exposed. The HR2 domain forms each a rigid helix and a 

versatile loop to interact with the HR1 domain. In the postfusion hairpin conformation of 

CoVs, there are many strong interactions between the HR1 and HR2 domains inside the 

helical region, which is designated the “fusion core region” (HR1core and HR2core 

regions, respectively). Targeting the heptad repeat (HR) has attracted the greatest interest 

in therapeutic drug discovery. The S protein is an important target protein for the 

development of specific drugs, while the S1 RBD domain is part of a highly mutable region 

and is not an ideal target site for broad-spectrum antiviral inhibitor development [26]. In 

contrast, the HR region of the S2 subunit plays a necessary role in HCoV infections and is 

preserved among HCoVs, as is the mode of interaction between HR1 and HR2 [27]. An 

artificial  peptide derived from the stem region of the ZIKV envelope protein was 

demonstrated in 2017 to powerfully inhibit infection by ZIKV and other flaviviruses in vitro 

[28], implying antiviral potency of peptides derived from preserved regions of viral 

proteins. Peptides derived from the HR2 region of class I viral fusion proteins of enveloped 

viruses competitively bind to viral HR1 and effectively inhibit viral infection. Therefore, 

HR1 has become a promising target for the development of fusion inhibitors against SARS-

CoV-2 infection [29]. 

 

4.  FUNCTION OF THE SARS-CoV-2  S-GLYCOPROTEIN 

The S protein on the surface of the virus may be a key issue which is involved in infection. 

It is a trimeric class I TM glycoprotein which causes the entry of the virus, and it is present 

in all kinds of HCoVs, as well as in other viruses [30]. Similar to other coronaviruses, the S 

protein of SARS-CoV-2 mediates receptor recognition, cell attachment, and fusion 

throughout the viral infection [18, 19, 20, 31, 32,33]. The basic unit by which the S protein 

binds to the receptor is the trimer of the S protein which is located on the surface of the 

viral envelope [18, 33]. The S1 domain containing the RBD is primarily responsible for the 

attachment of the virus to the receptor, while the S2 domain mainly contains the HR 

domain, that is HR1 and HR2, which is associated to virus fusion [29, 34]. 
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4.1. Receptor binding 

The SARS-CoV-2 S protein gets attached to the host cell by recognizing the receptor ACE2 

(Angiotensin Converting Enzyme 2) [33]. ACE2 converts angiotensin I to angiotensin [35]. 

ACE2 is distributed primarily in the lungs, intestine, heart, and kidney, and alveolar 

epithelial type II cells [36]. ACE2 is additionally an identified receptor for SARS-CoV. The S1 

subunit of the SARS-CoV S protein binds with ACE2 to promote the formation of 

endosomes, which triggers viral fusion activity underneath Hydrogen ion concentration 

(Fig. 9a,b) [37]. Since ACE2 from different species, such as amphibians, birds, and 

mammals, has a preserved primary structure, the interaction between the S protein and 

ACE2 may be used to identify intermediate hosts of SARS-CoV-2 [38]. The S protein gets 

attached to ACE2 through the RBD region of the S1 subunit, mediating viral attachment to 

host cells in the form of a trimer [17]. The dissociation constant (KD) of attachment of 

SARS-CoV-2 S protein to human ACE2 is 14.7 nM which is less than that of SARS-CoV for 

which the KD is 325.8 nM. This indicates that SARS-CoV-2 S is much more sensitive to ACE2 

that that of SARS-CoV S. An approximate 24% difference is found in S-protein between 

SARS-CoV-2 and SARS-CoV whereas that of RBD is 23% [39]. 

 

4.2. Viral fusion 

The fusion of the viral membrane and host cell membrane is referred to as Viral Fusion 

(Fig. 9 a,b). This results in the discharge of the viral genome into the host cell. Cleavage of 

the SARS-CoV-2 S1 and S2 subunits is the basis of fusion. The S protein is cleaved in 2 

components which are the S1 subunit and S2 subunit, by the host proteases. The subunits, 

S1and S2 exist in a non-covalent form till viral fusion occurs [40]. It is discovered that the 

precise furin cleavage site is at the cleavage site of SARS-CoV-2 but not in other SARS like 

CoVs [41, 42]. The S protein of SARS-CoV-2 exists in an uncleaved state. This is discovered 

from the mutation of the cleavage site in SARS-CoV-2. The others are primarily in a 

cleaved state. Multiple furin cleavage sites are present in SARS-CoV-2 and therefore the 

probability ofbeing cleaved by furin like proteases increases and thereby enhances its 

infectivity [43, 44]. Host cell proteases, such as TMPRSS2, are essential for S protein 

priming, and they have been shown to be activated in the entry of SARS-CoV and 

influenza A virus [47, 48]. Another host cell protease that has been proven to cleave viral S 

protein is trypsin [49].  

Therefore we can conclude that the S protein of SARS-CoV-2 is similar to that of SARS-

CoV, and host cell proteases are required for promoting S protein cleavage of both SARS-
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CoV-2 and SARS-CoV. The presence of a selected furin cleavage site on SARS-CoV-2 S 

might be one reason that SARS-CoV-2 is more contagious than SARS-CoV. The formation 

of 6-HB is essential for viral fusion. The FP within the N-terminus of SARS-CoV-2 and the 

two HR domains on S2 is essential for viral fusion [50]. After cleavage of the S protein, the 

FP of SARS-CoV-2 is exposed and triggers viral fusion. Under the action of some special 

ligands, the fusion protein undergoes a conformational change and then inserts into the 

host cell membrane (Fig. 9c) [51]. The distance between the viral membrane and host cell 

membrane is shortened, and the HR1 domain of the S protein is in close proximity to the 

host cell membrane, whereas the HR2 domain is closer to the viral membrane side. Then, 

HR2 folds back to HR1, the two HR domains form a six-helix structure in an antiparallel 

format of the fusion core, the viral membrane is pulled  toward the host cell membrane 

and tightly binds to it, and the two membranes fuse [52].  

 

 

Fig. 9a. The schematic structure of the S protein.  Fig. 9b. The S protein binds to the receptor ACE2. 

 

 

Fig. 9c. The binding and virus–cell fusion process mediated by the S protein. 
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5. POST TRANSLATIONAL MODIFICATIONS OF S-GLYCOPROTEIN 

Numerous CoV proteins undergo post translational modifications (PTMs) which include 

glycosylation and palmitoylation of the E and S-glycoprotein. More specifically, 

glycosylation at Asn residues (N linked) or hydroxyl group of Ser and Thr (O-linked) of the 

M-protein, ADP-ribosylation of N-protein and other PTMs on NSPs and accessory protein 

have been observed in CoVs. In addition, incorporation of disulfide bonds in S-

glycoprotein and conserved cysteine residues into its cytosolic domain have been 

reported with palmitoylation.  

5.1.   N-linked glycosylation 

The N-linked glycosylation in S-glycoprotein of CoVs was first reported for mouse hepatitis 

virus. S-glycoprotein of SARS-CoV-2 has exhibits oligosaccharides containing high mannose 

and trimers within 30 min after the entry into endoplasmic reticulum, former to the 

acquirement of multifaceted glycans present in Golgi apparatus. Monitoring of SARS-CoV 

S-glycoprotein susceptibility to endoglycosidase H (endo H), shows its maturation status. 

Using molecular cloning techniques, the S glycoprotein coding sequences of various CoVs 

were cloned, following determination of N-linked glycosylation sites. However, all the 

putative glycosylation sites were not functional. In SARS-CoV S-glycoprotein, 12 sites were 

found glycosylated out of the 23 putative sites [53]. N-linked glycosylation is associated 

with protein conformation, and hence intensely affects the antigenicity of S-glycoprotein 

and receptor binding. Similarly, S-glycoprotein of SARS-CoV-2 has been found to exhibit 22 

N-linked glycan structure detected using mass spectrometry which showed complex and 

hybrid glycans likely to play an important role in protein folding and immune evasion. 

5.2.   Palmitoylation 

Palmitoylation is a process of the covalent attachment of fatty acids like palmitic acid, to 

cysteine etc. Four cysteine rich clusters are present in the cytoplasmic ends of SARSCoV S-

glycoprotein. Mutational study revealed palmitoylation of cysteine clusters I and II. Even 

though the cellular expression of SARS-CoV S-glycoprotein was unaffected considerably by 

cysteine clusters I and II mutations, S mediated fusion of cells was clearly reduced as 

compared with the wild type protein. This suggests the requirement of palmitoylation in 

the endodomain for the SARS-CoV S-glycoprotein fusogenic activity [53] [54]. 
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6. CONCLUSION 

Seventeen years after the short outbreak of the severe acute respiratory syndrome (SARS) 

in 2003, another coronavirus-related epidemic disease, coronavirus disease 2019 (COVID-

19) has now spread globally and has jeopardized the lives of almost everyone on this 

planet. SARS coronavirus (SARS-CoV) and SARS-CoV-2 are the etiological agents of SARS 

and COVID-19, respectively. 

SARS-CoV-2 shows many similarities with SARS-CoV on sequence alignment, structural, 

and antigen basis. The SARS-CoV and SARS-CoV-2 particles are roughly spherical with a 

diameter of 80–120 nm. Protruding spikes decorates the surface of the viral particles. 

These spikes are glycoprotein in nature and are termed as S-glycoprotein. S-glycoprotein 

plays essential roles in host-pathogen interaction, such as, in mediating the entry of the 

virus into host cells through binding with human Angiotensin-converting enzyme 2 (h-

ACE2) as a functional receptor, a main target for neutralization antibody, immunological 

functions etc.  

All coronaviruses display lectin like spike glycoproteins on their surface. O-acetylated sialic 

acid binding by the S1 spike protein subunits is crucial for coronavirus to engage host 

cells, while the S2 domain initiates viral fusion. Enhanced binding affinity between SARS-

CoV-2 S-glycoprotein and hACE2 was proposed to correlate with increased virus 

transmissibility and disease severity in humans. 

The complete chemical structure of the S-glycoprotein is still unknown especially for the 

glycan part. However, it is clear that the S- glycoprotein play the most crucial role in viral 

infection and propagation. More research findings will help to understand the function 

and role of the S-glycoprotein.  

Till today, there is no effective drug to cure coronavirus infection. Several vaccines have 

been developed on emergency basic with varied efficacy against different mutant stains 

of covid-19. More efficient SARS-CoV-2 vaccines are therefore crucial to reduce the 

severity and transmission of the disease. In the quest for better vaccine, vaccine 

development targeting the cell surface S-glycoprotein is being investigated.  

Spike glycoprotein is now known to bind with O-acelylated sialic acids. Based on this 

observation, research is being conducted to develop simple COVID-19 diagnostic kit 

instead of complicated RNA based detection process. Currently S-glycoprotein is one of 

the most vital targets for the development of vaccine and therapeutics for COVID-19. 
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